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Notation

$\mathbb{R}^n$ : an $n$-dimensional Euclidean space.
$\text{int} C$ : the topological interior of a subset $C$ of a topological space.
$V \setminus \{x_0\}$ : the set removed $x_0$ from $V$.
$||x||$ : the Euclidean norm of $x$.
$a^T$ : the transposed vector of $a$ in $\mathbb{R}^n$.
$\text{dim} S$ : the dimension of $S$.
$V(S)$ : the set of all vertices of a convex polyhedral set $S$. 
Chapter 1

INTRODUCTION

This thesis is concerned with evaluation methods of DMUs (Decision Making Units) in DEA (Data Envelopment Analysis). DEA is a non-parametric analytical method for estimating relative efficiencies of DMUs performing similar tasks that consumes inputs to produce outputs. DEA has been developed as a methodology used for efficiency analysis of DMUs for about thirty years. In order to evaluate the efficiencies of DMUs, the regression analysis has been researched. The regression analysis focuses on setting up a regression line which passes through the center of DMUs and evaluates DMUs based on the line. That is, all DMUs are evaluated by a fixed weight. In contrast, each DMU is evaluated based on a most advantageous weight for itself which is obtained by solving a linear programming problem in DEA. The idea of DEA is to identify best performance DMUs within a set of comparable DMUs and those form an efficient frontier. The regression analysis is an analytical method based on the average, while DEA is an evaluation method with reference to the superior DMUs.

1.1 DEA models

DEA has been proposed by Charnes, Cooper and Rhodes [9] as the CCR model. In the CCR model, DMUs are evaluated under a condition of the constant returns to scale which means that all efficient DMUs can produce up to $k$ outputs by using $k$ inputs. In order to deal with variable returns to scale, Banker, Charnes and Cooper [4] have proposed the BCC model. In addition, the DRS and IRS models
have been proposed to deal with decreasing and increasing returns to scale by Fare and Grosskopt [20], and Seiford and Thrall [30], respectively. These models have the properties of radial measure. Two main types of efficiency measures in DEA are radial and non-radial measures. In the radial measure models, an efficiency score of DMU is determined as the reduction scale to become an efficient unit. By reference to some radial measure models, many non-radial measure models have been proposed. In the non-radial measure models, an efficiency score of DMU is determined by using slacks which mean how far apart from an efficient frontier. The additive model proposed by Charnes, Cooper, Golany, Seiford and Stutz [7] is one of the traditional non-radial measure model. This model has the advantage that it is translation invariant (see Ali and Seiford [1], Lovell and Pastor [27], Pastor [29]). By transforming the data using in the additive model by the natural logarithm, the multiplicative model has been formulated [11, 12]. Recently, Tone [39] has proposed the SBM model to consider slacks directly. In 2010, the epsilon-based measure model has been proposed by uniting the radial and the non-radial measure models (see [38]). Moreover, many models have been proposed to cope with practical situations. Banker and Morey [5] have proposed a model including some nondiscretionary variables. Moreover, Sengupta [31] have proposed the stochastic DEA to treat a data uncertainty. Entani, Maeda and Tanaka [19] have proposed the interval DEA by defining an efficiency as an interval to evaluate DMUs realistically.

1.2 Improvements for inefficient DMUs

In DEA, for each DMU, the evaluated value of the efficiency is defined as the optimal value of a linear programming problem. Moreover, for each inefficient DMU, an improvement is obtained simply by solving the problem. Therefore, the other improvement has not been researched exactly until recently. However, it is often difficult to improve the values of inputs and outputs according to the improvement. Because the improvement obtained by the radial measure models improve the only input (or output) values at the same rate. Therefore, Frei and Harker [21] have proposed a least distance projection to the efficient frontier by using the Euclidean norm. Moreover, Takeda and Nishino [34] have proposed the minimal norm problem
to the efficient frontier from an inefficient DMU. Recently, for each inefficient DMU, the study of improvements of efficiency is one of the important subjects in DEA. Aparicio, Ruiz and Sirvent [3] have formulated some mixed integer linear programming problems for typical norms to obtain a closest target on the efficient frontier under a certain distance. Lozano and Villa [28] have proposed a gradual efficiency improvement strategy.

In this thesis, we propose an algorithm to calculate a flexible improvement by introducing a policy of the decision maker. In order to obtain improvements of DMUs, we use all equations forming the facets of the efficient frontiers. Therefore, we propose algorithms for constructing the equations forming the efficient frontiers.

1.3 Ranking methods of DMUs

In DEA, each DMU is classified as either inefficient or efficient based on the optimal value of each model. In general, several DMUs are evaluated as efficient and have no inferior-to-superior relationship among them. For example, the departments data in a university investigated by Wong and Beasley [42], six of seven departments were evaluated as efficient units. In practical problems, it is necessary that the decision maker knows the dominance relationships among all DMUs to maximize his profit. In DEA, there are representative analytical methods for ranking DMUs - the sensitivity analysis (see [2, 8, 15, 23]), the assurance region methods (see [14, 35, 36, 37, 44]) and the cross efficiency evaluation (see [18, 22, 32]).

In the sensitivity analysis, DMUs are analyzed based on the change of the efficiency scores by changing the number of DMUs or inputs or outputs. Sometimes, in some traditional DEA models, an optimal solution has zero components. Having zero components means that the inputs or outputs corresponding to the zero components are not completely used to evaluate the DMU. The assurance region method have been proposed to overcome this phenomenon. This method introduces some conditions to input-output variables (for example, the ratio between two input-output variables, magnitude relation, importance condition and so on). In general, each DMU is evaluated by only advantageous weight for itself. In the cross efficiency evaluation, each DMU gets many efficiency scores by using optimal solutions.
of the CCR model for all DMUs. Since the CCR model often has many optimal solutions for each efficient DMU, we need to decide an optimal solution uniquely for each DMU. Sexton, Silkman and Hogan [32] have formulated a problem to obtain a weight minimizing the sum of cross efficiency scores of the other DMUs. However, it is difficult to solve the mathematical programming problem formulated for this purpose. Therefore, one of the most commonly used secondary goal approach to decide an optimal solution uniquely is suggested by Doyle and Green [18], which is called the aggressive formulation and is formulated as linear programming problems. Recently, Wu, Liang, Zha and Yang [43] have proposed a cross efficiency evaluation based on rank priority. Moreover, Wang and Chin [40] have proposed a neutral model for cross efficiency which seeks a common set of weights for all DMUs.

In this thesis, we propose five types of methods to evaluate DMUs by utilizing the equations forming the facets of the efficient frontier. By this approach, we obtain the same scores as the two kinds of existing approaches without solving linear programming problems. Moreover, we improve the aggressive formulation to obtain a closer cross efficiency score to the aim minimizing the sum of cross efficiency scores of the other DMUs than the traditional formulations.

1.4 Organization of this thesis

This thesis is organized as follows. In Chapter 2, we provide some mathematical preliminaries which will be used in this thesis. In Chapter 3, we introduce some basic DEA models. In Chapter 4, we introduce the previous researches formulated as mixed integer linear programming problems for calculating the equations forming the facets of the efficient frontier and improvements. In contrast, we propose different approaches to calculate four kinds of improvements for inefficient DMUs in the CCR model. In order to calculate the improvements, we use all equations forming the facets of the efficient frontier. Therefore, we propose three types of algorithms to obtain them. Moreover, we show a numerical experiment to compare the improvements proposed in this chapter. In Chapter 5, we introduce some of the previous researches with respect to the cross efficiency evaluation. By analyzing the efficient frontier of the CCR model, we propose five kinds of evaluation methods having the
dominance relationships for all DMUs. In the first and the second measures, the weighted sum of the scores calculated based on the equations forming the facets of the efficient frontier is calculated by deciding a weight of each facet. In the other measures, we calculate the cross efficiency scores by using some equations forming the facets of the efficient frontier.
Chapter 2

PRELIMINARIES

In this chapter, we give some mathematical preliminaries which will be used in this thesis.

2.1 Basic definitions and theorems in convex analysis

In order to construct all equations forming the facets of the efficient frontiers, we utilize convex optimization techniques. Therefore, we show several definitions and lemmas in convex analysis.

Definition 2.1.1. Let $E$ be a nonempty subset in $\mathbb{R}^n$. Then, $E^*$ is called the polar set of $E$ if it is defined as follows.

$$E^* := \{ y \in \mathbb{R}^n : y^T x \leq 1 \text{ for all } x \in E \}.$$

Definition 2.1.2. Let $E$ be a nonempty subset in $\mathbb{R}^n$. Then, $\text{co}(E)$ is said to be the convex hull of $E$ if $\text{co}(E)$ is defined as follows.

$$\text{co}(E) := \left\{ x \in \mathbb{R}^n : x = \sum_{j=1}^{m} \lambda_j x(j), \sum_{j=1}^{m} \lambda_j = 1, x(j) \in E, \lambda_j \geq 0, j = 1, \ldots, m \right\}.$$

Definition 2.1.3. Let $E$ be a nonempty subset in $\mathbb{R}^n$. Then, $\text{conic} E$ is called the conical hull of $E$ if it is defined as follows.

$$\text{conic} E := \left\{ x \in \mathbb{R}^n : x = \sum_{j=1}^{m} \lambda_j x(j), x(j) \in E, \lambda_j \geq 0, j = 1, \ldots, m \right\}.$$
Definition 2.1.4. Let $E$ be a nonempty subset in $\mathbb{R}^n$. If $E$ is defined as $E = \{x \in \mathbb{R}^n : Ax \leq b\}$ for some $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$, then, $E$ is called the polyhedral set. In particular, if $E$ is bounded, then, $E$ is called the polytope.

Definition 2.1.5. Let $E$ be a polytope in $\mathbb{R}^n$ satisfying $\dim E = n$. Then, $F := E \cap \{x \in \mathbb{R}^n : a^T x = b\}$ is called the facet of $E$ if $a^T x \leq b$ for each $x \in E$ and $\dim F = n - 1$.

Definition 2.1.6. Let $E$ be a nonempty closed convex subset in $\mathbb{R}^n$. A nonzero vector $d$ in $\mathbb{R}^n$ is called a direction of $E$ if $x + \lambda d \in E$ for each $x \in E$ and $\lambda \geq 0$. Two directions $d_1$ and $d_2$ of $E$ are called distinct if $d_1 \neq \alpha d_2$ for each $\alpha > 0$. A direction $d$ of $E$ is called an extreme direction if it cannot be written as a positive linear combination of two distinct directions, that is, if $d = \lambda_1 d_1 + \lambda_2 d_2$ for some $\lambda_1, \lambda_2 > 0$, then $d_1 = \alpha d_2$ for some $\alpha > 0$.

Definition 2.1.7. Let $E$ be a nonempty closed convex subset in $\mathbb{R}^n$. Then, $E^+$ is called the recession cone of $E$ if it is defined as follows.

$$E^+ := \{d : x + rd \in E \text{ for all } x \in E, r \geq 0\}.$$  

Lemma 2.1.1. Let $E$ be a nonempty set in $\mathbb{R}^n$. Then $E^*$ is a closed convex set.

Proof. By Definition 2.1.1, $E^* = \bigcap_{x \in E} \{y : x^T y \leq 1\}$. For all $x \in E$, $\{y : x^T y \leq 1\}$ is closed convex set. Therefore, $E^*$ is a closed convex set. □

Lemma 2.1.2. (Konno, Thach and Tuy [26], Proposition 2.6) Let $E$ be a nonempty closed convex set in $\mathbb{R}^n$ and $0 \in E$. Then $E^{**} = E$.

Lemma 2.1.3. Let $E$ be a polytope in $\mathbb{R}^n$. Then, $E^* = (V(E))^*$.

Proof. Let $V(E) := \{a^1, \ldots, a^m\}$. Since $E$ is a polytope, $E$ is expressed as follows [6].

$$E = \left\{x : x = \sum_{i=1}^{m} \lambda_i a_i^i, \sum_{i=1}^{m} \lambda_i = 1, \lambda_i \geq 0, i = 1, \ldots, m\right\}. \quad (2.1)$$

Obviously, $E \supset V(E)$. From the characteristic of the polar set, $E^* \subset (V(E))^*$. Hence, we shall show that $E^* \supset (V(E))^*$. Let $y \in (V(E))^*$. Then, for each $i = 1, \ldots, m$, $a_i^T y \leq 1$. By (2.1), for each $x \in E$, there exists $\lambda^e \in \mathbb{R}^m$ such that $x = \sum_{i=1}^{m} \lambda_i^e a_i^i$, $\sum_{i=1}^{m} \lambda_i^e = 1$, $\lambda_i^e \geq 0$ $i = 1, \ldots, m$. Then, $x^T y = (\sum_{i=1}^{m} \lambda_i^e a_i^i)^T y = \sum_{i=1}^{m} \lambda_i^e a_i^T y \leq \sum_{i=1}^{m} \lambda_i^e = 1$. Therefore, $y \in E^*$. Consequently, $E^* = (V(E))^*$. □
Lemma 2.1.4. (Jonathan and Adrian [25]) Let \( E \) be a nonempty subset in \( \mathbb{R}^n \). Then \( E \) is bounded if and only if \( 0 \in \text{int } E^* \).

Lemma 2.1.5. Let \( E \) be a polytope in \( \mathbb{R}^n \) and \( 0 \in \text{int } E \). Then, \( E = (V(E^*))^* \).

Proof. From Lemma 2.1.2, \( E = E^{**} \). By Lemmas 2.1.3 and 2.1.4, \( E^* \) is a polytope if \( E \) is a polytope satisfying \( 0 \in \text{int } E \). From Lemma 2.1.3, \( E = E^{**} = (V(E^*))^* \). \( \square \)

Lemma 2.1.6. Assume that a polytope \( E \subset \mathbb{R}^n \) satisfies \( 0 \in \text{int } E \). Then, for each \( a \in V(E) \), \( \dim(E^* \cap \{ x \in \mathbb{R}^n : a^T x = 1 \}) = n - 1 \).

Proof. Since \( 0 \in \text{int } E \), \( \dim E = n \). From the boundedness of \( E \) and Lemma 2.1.4, \( 0 \in \text{int } E^* \). This implies that \( \dim E^* = n \). Moreover, since \( 0 \in \text{int } E \) and \( a \in V(E) \subset \text{bd } E \), \( a \neq 0 \) and hence \( \dim(E^* \cap \{ x : a^T x = 1 \}) \leq n - 1 \). Furthermore, since \( E^* \) is a polytope and \( a \in E \),

\[
E^* = \text{co}(V(E^*)) \subset \{ x : a^T x \leq 1 \}
\] (2.2)

In order to obtain a contradiction, we suppose that \( l := \dim(E^* \cap \{ x : a^T x = 1 \}) \leq n - 2 \). Then, by (2.2), there exists \( b^1, \ldots, b^{l+1} \in (V(E^*) \cap \{ x : a^T x = 1 \}) \) such that \( b^1, \ldots, b^{l+1} \) are affine independent. Then, \( \dim\{b^1, \ldots, b^{l+1}\} \leq n - 1 \). Therefore, there exists \( b \in \mathbb{R}^n \setminus \{0\} \) such that \( b^T b^i = 0 \) (\( i = 1, \ldots, l + 1 \)). We note that \( v^T a < 1 \) for each \( v \in V(E^*) \setminus \{b^1, \ldots, b^{l+1}\} \). Now, for each \( v \in V(E^*) \setminus \{b^1, \ldots, b^{l+1}\} \), let

\[
\alpha^v := \begin{cases} 1 & \text{if } v^T b = 0, \\ \frac{1 - v^T a}{|v^T b|} & \text{if } v^T b \neq 0. \end{cases}
\]

Then, by setting \( \bar{a} := \min\{\alpha^v : v \in V(E^*) \setminus \{b^1, \ldots, b^{l+1}\}\} \), we have \( v^T (a \pm \bar{a} b) = v^T a \pm \bar{a} v^T b \leq v^T a + \bar{a}|v^T b| \leq 1 \) for each \( v \in V(E^*) \setminus \{b^1, \ldots, b^{l+1}\} \). Moreover, for each \( b^i \) (\( i = 1, \ldots, l + 1 \)), \( b^T a \pm \bar{a} b = b^T a \pm \bar{a} (b^T b) = b^T a = 1 \). This implies that \( a - \bar{a} b, a + \bar{a} b \in (V(E^*))^* = E \). Since, \( a = \frac{1}{2}(a - \bar{a} b + a + \bar{a} b) \), this contradicts \( v \in V(E) \). Consequently, \( \dim(E^* \cap \{ x : a^T x = 1 \}) = n - 1 \). \( \square \)
Chapter 3

BASIC DEA MODELS

In this chapter, we introduce some basic DEA models. Through this thesis, \( n \) denotes the number of DMUs. Each DMU consumes \( m \) different inputs to produce \( s \) different outputs. For each \( j \in \{1, \ldots, n\} \), DMU \( j \) has an input vector \( x(j) := (x(j)_1, \ldots, x(j)_m)^T \) and an output vector \( y(j) := (y(j)_1, \ldots, y(j)_s)^T \). Moreover, we assume the following conditions.

\begin{align}
&A1 \quad x(j) > 0, \ y(j) > 0 \text{ for each } j \in \{1, \ldots, n\}.

&A2 \quad (x(j_1)^T, y(j_1)^T)^T \neq (x(j_2)^T, y(j_2)^T)^T \text{ for each } j_1, j_2 \in \{1, \ldots, n\} \ (j_1 \neq j_2).

&A3 \quad n > m + s.

&A4 \quad \dim (\text{co}\{(x(1), y(1)), \ldots, (x(n), y(n))\}) = m + s.
\end{align}

Almost all DEA models are formulated under Assumption (A1). Assumptions (A2), (A3) and (A4) are necessary to execute an algorithm to calculate all equations forming the efficient frontier. However, they are satisfied for almost practical problems. Assumption (A4) means that the convex hull of all DMUs has an interior point.

3.1 CCR model

The CCR model formulated by Charnes, Cooper and Rhodes [9] evaluates the ratio between weighted sums of inputs and outputs. The CCR model provides for constant returns to scale (CRS). Therefore, some researchers call the CCR model the CRS
model. In order to calculate the efficiency score of \( \text{DMU}(k) \) \( (1 \leq k \leq n) \), the CCR model is formulated as follows:

\[
\begin{align*}
\text{(CCR(k))} \\
\text{maximize} & \quad \frac{u^T y(k)}{v^T x(k)} \quad \frac{u^T y(j)}{v^T x(j)} \\
\text{subject to} & \quad u_r \geq 0, \ r = 1, \ldots, s, \\
& \quad v_i \geq 0, \ i = 1, \ldots, m.
\end{align*}
\]

Since Problem (CCR(k)) is a fractional programming problem, it is hard to solve Problem (CCR(k)). Therefore, we transform Problem (CCR(k)) into a linear programming problem by setting the denominator of the objective function equals 1:

\[
\begin{align*}
\text{(CCRLP(k))} \\
\text{maximize} & \quad u^T y(k) \\
\text{subject to} & \quad v^T x(k) = 1, \\
& \quad u^T y(j) - v^T x(j) \leq 0, \ j = 1, \ldots, n, \\
& \quad u_r \geq 0, \ r = 1, \ldots, s, \\
& \quad v_i \geq 0, \ i = 1, \ldots, m.
\end{align*}
\]

Moreover, we consider the dual problem which is defined as a linear programming problem as follows:

\[
\begin{align*}
\text{(CCRD(k))} \\
\text{minimize} & \quad \theta \\
\text{subject to} & \quad \theta x(k)i - \sum_{j=1}^{n} \lambda_j x(j)i \geq 0, \ i = 1, \ldots, m, \quad (3.1) \\
& \quad \sum_{j=1}^{n} \lambda_j y(j)r - y(k)r \geq 0, \ r = 1, \ldots, s, \quad (3.2) \\
& \quad \lambda_j \geq 0, \ j = 1, \ldots, n, \\
& \quad \theta \in \mathbb{R}.
\end{align*}
\]

Let \( \theta^*_\text{CCR}(k) \) denote the optimal value of (CCRD(k)). By (3.2) and (3.3), we have that \( (\lambda_1, \ldots, \lambda_n) \neq (0, \ldots, 0) \) and hence \( \lambda_j > 0 \) for some \( \hat{j} \in \{1, \ldots, n\} \). Then, from (3.1), we have \( 0 \leq \theta^*_\text{CCR}(k)x(k)i - \sum_{j=1}^{n} \lambda_j x(j)i \leq \theta^*_\text{CCR}(k)x(k)i - \lambda_j x(\hat{j})i \). This implies that \( \theta^*_\text{CCR}(k) > 0 \). Moreover, we note that \( (\lambda^{'}, \theta^{'}) \) is a feasible solution of (CCRD(k)), if \( \theta^{'} = 1, \lambda^{'}_k = 1 \) and \( \lambda^{'}_j = 0 \) for each \( j \in \{1, \ldots, n\} \setminus \{k\} \). Therefore, \( 0 < \theta^*_\text{CCR}(k) \leq 1 \). By using the optimal value \( \theta^*_\text{CCR}(k) \) of (CCRD(k)), the efficiency of DMU(k) for the CCR model is defined as follows:

**Definition 3.1.1.** If \( \theta^*_\text{CCR}(k) = 1 \) then DMU(k) is said to be CCR-efficient. Otherwise, DMU(k) is said to be CCR-inefficient.
Sometimes, there exists $i$ (or $r$) such that $v_i = 0$ (or $u_r = 0$). This means that the $i$ (or $r$)th input (output) is not completely used to evaluate DMU($k$). In order to resolve this shortage, Charnes, Cooper and Rhodes have modified the CCR model by introducing a positive lower limit ($\varepsilon > 0$) in [10]. Then the constraint conditions of Problems (CCR($k$)) and (CCRLP($k$)) are replaced as follows:

$$v_i \geq 0, \ i = 1, \ldots, m, \ \Rightarrow \ v_i \geq \varepsilon, \ i = 1, \ldots, m,$$

$$u_r \geq 0, \ r = 1, \ldots, s. \ \Rightarrow \ u_r \geq \varepsilon, \ r = 1, \ldots, s.$$

The dual problem of Problem (CCRLP($k$)) is formulated as follows:

$$\begin{aligned}
\text{minimize} & \quad \theta - \varepsilon \left( \sum_{i=1}^{m} s_{ix} + \sum_{r=1}^{s} s_{ry} \right) \\
\text{subject to} & \quad \theta x(k)_i - \sum_{j=1}^{n} \lambda_j x(j)_i - s_{ix} = 0, \ i = 1, \ldots, m, \\
& \quad \sum_{j=1}^{n} \lambda_j y(j)_r - y(k)_r - s_{ry} = 0, \ r = 1, \ldots, s, \\
& \quad \lambda_j \geq 0, \ j = 1, \ldots, n, \\
& \quad s_{tx} \geq 0, \ i = 1, \ldots, m, \\
& \quad s_{ry} \geq 0, \ r = 1, \ldots, s, \\
& \quad \theta \in \mathbb{R}.
\end{aligned}$$

By using an optimal solution $(\theta^*_{CCR}(k), s^*_{x}, s^*_{y})$ of Problem (CCRDe($k$)), the efficiency of DMU($k$) for the CCR model is more strictly evaluated.

**Definition 3.1.2.** If $\theta^*_{CCR}(k) = 1$ and $(s^*_{x}, s^*_{y}) = (0,0)$ then DMU($k$) is said to be CCR-Pareto-efficient. If $\theta^*_{CCR}(k) = 1$ and $(s^*_{x}, s^*_{y}) \neq (0,0)$ then DMU($k$) is said to be CCR-weakly-efficient. Otherwise, DMU($k$) is said to be CCR-inefficient.

The presence of an optimal positive slack for some input or output means that the input can be decreased or the output can be increased in $T_{CCR}$ under the condition that the other input and output values are fixed. Therefore, DMU($k$) satisfying $\theta^*_{CCR}(k) = 1$ and $(s^*_{x}, s^*_{y}) \neq (0,0)$ is evaluated as weakly-efficient. Let $T_{CCR}$ be the production possibility set (PPS) of the CCR model defined in [9] as follows:

$$T_{CCR} := \left\{ (x,y) : x \geq \sum_{j=1}^{n} \lambda_j x(j), \ 0 \leq y \leq \sum_{j=1}^{n} \lambda_j y(j) \text{ for some } \lambda \geq 0 \right\}.$$

By the definitions of $T_{CCR}$ and conical hull, $T_{CCR}$ is represented as follows.

$$T_{CCR} = \text{(conic } \{(x(1),y(1)),\ldots,(x(n),y(n))\} + (\mathbb{R}^{m} \times \mathbb{R}^{n}) \cap (\mathbb{R}^{m} \times \mathbb{R}^{n}).$$
where for a natural number $n$, $\mathbb{R}^+_n := \{x \in \mathbb{R}^n : x(i) \geq 0, i = 1, \ldots, n\}$ and $\mathbb{R}^-_n := \{x \in \mathbb{R}^n : x(i) \leq 0, i = 1, \ldots, n\}$. Obviously, $T_{CCR}$ is a closed convex set. Let $F_{CCR}$ be the efficient frontier of the CCR model which is the envelope formed by all CCR-efficient DMUs, that is, $F_{CCR} = \{(x, y) \in (\mathbb{R}^+_m \times \mathbb{R}^+_n) : \theta_{CCR}^*(x, y) = 1\}$.

### 3.2 BCC model

The BCC model formulated by Banker, Charnes and Cooper [4] has the feasible set defined by adding an equality condition to the constraint conditions of the CCR model. Moreover, the BCC model can classify efficient DMUs into three types of the returns to scale (RTS). To evaluate the efficiency of DMU($k$) ($1 \leq k \leq n$), the BCC model is formulated as follows:

\[
\begin{aligned}
\text{minimize} & \quad \theta \\
\text{subject to} & \quad \theta x(k)_i - \sum_{j=1}^{n} \lambda_j x(j)_i \geq 0, i = 1, \ldots, m, \\
& \quad \sum_{j=1}^{n} \lambda_j y(j)_r - y(k)_r \geq 0, r = 1, \ldots, s, \\
& \quad \sum_{j=1}^{n} \lambda_j = 1, \\
& \quad \theta \in \mathbb{R}, \lambda_j \geq 0, j = 1, \ldots, n.
\end{aligned}
\]

Let $\theta_{BOC}^*(k)$ denotes the optimal value of Problem (BCLP($k$)). From the definition of the constraint conditions of (BCLP($k$)), it is obvious that $0 < \theta_{BOC}^*(k) \leq 1$. By using the optimal value $\theta_{BOC}^*(k)$ of (BCLP($k$)), the efficiency of DMU($k$) for (BCLP($k$)) is defined in [4] as follows:

**Definition 3.2.1.** DMU($k$) is said to be BCC-efficient if $\theta_{BOC}^*(k) = 1$. Otherwise, DMU($k$) is said to be BCC-inefficient.

Let $T_{BOC}$ be the PPS of the BCC model as follows:

\[
T_{BOC} := \left\{(x, y) : x \geq \sum_{j=1}^{n} \lambda_j x(j), 0 \leq y \leq \sum_{j=1}^{n} \lambda_j y(j), \sum_{j=1}^{n} \lambda_j = 1 \text{ for some } \lambda \geq 0 \right\}.
\]

By the definitions of $T_{BOC}$ and convex hull, $T_{BOC}$ is represented as follows:

\[
T_{BOC} = (\text{co} (\{(x(1), y(1)), \ldots, (x(n), y(n))\}) + (\mathbb{R}^+_m \times \mathbb{R}^+_n))) \cap (\mathbb{R}^m \times \mathbb{R}^+_n).
\]
Obviously, $T_{BCC}$ is a closed convex set. Let $F_{BCC}$ be the efficient frontier of the BCC model which is the envelope formed by all BCC-efficient DMUs, that is, $F_{BCC} = \{(x, y) \in (\mathbb{R}_+^m \times \mathbb{R}_+^s) : \theta_{BCC}^*(x, y) = 1\}$.

The RTS expresses a type of the efficiency by the change of the scale about the activity of DMUs. Hence, in the BCC model, there exist three types of the RTS: the increasing RTS, the decreasing RTS and the constant RTS. The increasing and decreasing RTS improve the efficiency by expanding and contracting the scale, respectively. Moreover, the constant RTS means that it is desirable to maintain the present scale.

The following is the dual problem of (BCCLP(k)) $(1 \leq k \leq n)$:

\[
\begin{align*}
\text{maximize} & \quad u^\top y(k) - \alpha \\
\text{subject to} & \quad v^\top x(k) = 1, \\
& \quad u^\top y(j) - v^\top x(j) - \alpha \leq 0, j = 1, \ldots, n, \\
& \quad u_r \geq 0, r = 1, \ldots, s, \\
& \quad v_i \geq 0, i = 1, \ldots, m.
\end{align*}
\]

Let us set $\alpha_*$ and $\alpha^*$ as follows:

\[
\alpha_* := \min \{\alpha : v^\top x(k) = 1, u^\top y(j) - v^\top x(j) - \alpha \leq 0, j = 1, \ldots, n, \\
& \quad u_r \geq 0, r = 1, \ldots, s, v_i \geq 0, i = 1, \ldots, m\}.
\]

\[
\alpha^* := \max \{\alpha : v^\top x(k) = 1, u^\top y(j) - v^\top x(j) - \alpha \leq 0, j = 1, \ldots, n, \\
& \quad u_r \geq 0, r = 1, \ldots, s, v_i \geq 0, i = 1, \ldots, m\}.
\]

Then, the RTS is classified as follows (see [17]).

(i) DMU(k) is said to be the increasing RTS if $\alpha_* < \alpha^* \leq 0$ or $\alpha_* = \alpha^* < 0$,

(ii) DMU(k) is said to be the decreasing RTS if $0 \leq \alpha_* < \alpha^*$ or $0 < \alpha_* = \alpha^*$,

(iii) DMU(k) is said to be the constant RTS if $\alpha_* < 0 < \alpha^*$ or $\alpha_* = \alpha^* = 0$,

where $1 \leq k \leq n$.

### 3.3 GRS model

Similarly, the IRS and DRS models formulated by Seiford and Thrall [30], Fare and Grosskopf [20], respectively, have the feasible set defined by adding an inequality condition to the constraint conditions of the CCR model.
The GRS model unifies the CCR, BCC, IRS and DRS models by introducing an intensity vector $\lambda$. In order to calculate the efficiency score of DMU($k$) ($1 \leq k \leq n$), the GRS model is formulated as follows:

\[
\begin{align*}
\text{minimize} & \quad \theta \\
\text{subject to} & \quad \theta x(k)_i - \sum_{j=1}^{n} \lambda_j x(j)_i \geq 0 \quad i = 1, \ldots, m, \\
& \quad \sum_{j=1}^{n} \lambda_j y(j)_r - y(k)_r \geq 0 \quad r = 1, \ldots, s, \\
& \quad L \leq \sum_{j=1}^{n} \lambda_j \leq U, \\
& \quad \theta \in \mathbb{R}, \quad \lambda_j \geq 0 \quad j = 1, \ldots, n,
\end{align*}
\]

where $L \leq 1$ and $U \geq 1$. If $L = 0$ and $U = \infty$, then the model is equivalent to the CCR model. Also, if $L = U = 1$, then the model is the same as the BCC model. If $L = 1$ and $U = \infty$, then the model equals the IRS model. Further, if $L = 0$ and $U = 1$, then the model is the DRS model. Let $F_{IRS}$ and $F_{DRS}$ be the efficient frontiers of the IRS and the DRS models, respectively. Let $\theta_{GRS}^{*}(k)$ be the optimal value of (GRS($k$)). From the definition of the constraint conditions of (GRS($k$)), it is obvious that $0 < \theta_{GRS}^{*}(k) \leq 1$. By using the optimal value $\theta_{GRS}^{*}(k)$ of (GRS($k$)), the efficiency of DMU($k$) for (GRS($k$)) is defined as follows.

**Definition 3.3.1.** DMU($k$) is said to be GRS-efficient if $\theta_{GRS}^{*}(k) = 1$. Otherwise, DMU($k$) is said to be GRS-inefficient.

Then, the PPS of the GRS model is defined as follows.

\[
T_{GRS(L, U)} := \left\{ (x, y) : x \geq \sum_{j=1}^{n} \lambda_j x(j), 0 \leq y \leq \sum_{j=1}^{n} \lambda_j y(j), \exists \lambda \in \Lambda(L, U) \right\},
\]

\[
\Lambda(L, U) := \left\{ \lambda \in \mathbb{R}^n : L \leq \sum_{j=1}^{n} \lambda_j \leq U, \lambda \geq 0 \right\}.
\]

It is clear that $\Lambda(L, U)$ is a closed convex set for each $L \leq 1$ and $U \geq 1$. Moreover, the following theorem holds.

**Theorem 3.3.1.** For each $L \leq 1$ and $U \geq 1$, $T_{GRS(L, U)}$ is a closed convex set.

**Proof.** First, we shall show that $T(L, U)$ is convex. For each $(x^1, y^1), (x^2, y^2) \in T(L, U)$, there exist $\lambda^1, \lambda^2 \in \Lambda(L, U)$ such that $x^1 \geq \sum_{j=1}^{n} \lambda^1_j x(j), 0 \leq y^1 \leq \sum_{j=1}^{n} \lambda^2_j y(j)$.
\[ \sum_{j=1}^{n} \lambda_j^2 y(j), \quad x^2 \geq \sum_{j=1}^{n} \lambda_j^2 x(j) \text{ and } 0 \leq y^2 \leq \sum_{j=1}^{n} \lambda_j^2 y(j). \] For each \( 0 \leq \alpha \leq 1, \quad \alpha \lambda^2 + (1-\alpha) x^2 \geq \sum_{j=1}^{n} \left( \alpha \lambda_j^2 + (1-\alpha) \lambda_j^2 \right) x(j) \text{ and } 0 \leq \alpha y^2 + (1-\alpha) y^2 \leq \sum_{j=1}^{n} \left( \alpha \lambda_j^2 + (1-\alpha) \lambda_j^2 \right) y(j). \] Therefore, \( T(L, U) \) is a convex set.

Second, we shall show that \( T(L, U) \) is closed. Let \( \{(x^k, y^k)\} \subset T(L, U) \) satisfy \((x^k, y^k) \to (\bar{x}, \bar{y}) \) as \( k \to \infty \). Let \( \varepsilon > 0 \). Since \( x^k \to \bar{x} \) as \( k \to \infty \), there exists \( l \in \mathbb{N} \) such that \( ||x^k|| \leq ||\bar{x}|| + \varepsilon \) for each \( k > l \). Let \( \delta := \max\{ ||\bar{x}|| + \varepsilon, \max\{ ||x^k|| : k = 1, \ldots, l \}\} \). Then, \( ||x^k|| \leq \delta \) for each \( k \in \mathbb{N} \). Since \( x(j) > 0 \) for each \( j = 1, \ldots, n \), \( \delta' := \min\{ x(j)_i : i = 1, \ldots, m, j = 1, \ldots, n \} > 0 \). For each \( k \in \mathbb{N} \), \( \alpha \in \{ \alpha \in \mathbb{R}^n : \sum_{j=1}^{n} \alpha_j = 1, \alpha_j \geq 0 j = 1, \ldots, n \} \), we have \( x^k \leq \sum_{j=1}^{n} \alpha_j \frac{\delta}{\delta'} x(j) \). Hence, \( \lambda_j \leq \frac{\delta}{\delta'} \alpha_j \leq \frac{\delta}{\delta'} \). For each \( k \in \mathbb{N} \), there exists \( \lambda^k \in \Lambda(L, U) \cap \{ \lambda \in \mathbb{R}^n : 0 \leq \lambda_j \leq \frac{\delta}{\delta'} , j = 1, \ldots, n \} \) such that \( x^k \leq \sum_{j=1}^{n} \lambda_j^k x(j) \), \( 0 \leq y^k \leq \sum_{j=1}^{n} \lambda_j^k y(j) \). Since \( \{ \lambda \in \mathbb{R}^n : 0 \leq \lambda_j \leq \frac{\delta}{\delta'} , j = 1, \ldots, n \} \) is compact, without loss of generality, we can assume that \( \lambda^k \to \bar{\lambda} \) as \( k \to \infty \). Then, from the closedness of \( \Lambda(L, U) \), \( \bar{\lambda} \in \Lambda(L, U) \).

Hence, \( \bar{x} = \lim_{k \to \infty} x^k \leq \lim_{k \to \infty} \sum_{j=1}^{n} \lambda_j^k x(j) = \sum_{j=1}^{n} \bar{\lambda}_j x(j), 0 \leq \bar{y} = \lim_{k \to \infty} y^k \leq \lim_{k \to \infty} \sum_{j=1}^{n} \lambda_j^k y(j) = \sum_{j=1}^{n} \bar{\lambda}_j y(j). \) Therefore \((\bar{x}, \bar{y}) \in T(L, U) \). Hence, \( T(L, U) \) is closed. Consequently, \( T(L, U) \) is a closed convex set. \( \square \)

**Theorem 3.3.2.** Let \((x, y) \in FIRS \cap F_{BCC}, L \leq 1 \) and \( U \geq 1 \). Then, \( L(x, y) \in F_{GRS(L,U)}. \)

**Proof.** We show that \( L(x, y) \in T_{GRS(L,U)}. \) Let \( \bar{\lambda} := L \lambda^*. \) Then, \( \sum_{j=1}^{n} \bar{\lambda}_j = \sum_{j=1}^{n} L \lambda_j^* = L \sum_{j=1}^{n} \lambda_j^* = L. \) Therefore, \( L(x, y) \in T_{GRS(L,U)}. \) Let \((\theta^*, \lambda^*)\) be an optimal solution of the following problem.

\[
\begin{align*}
\text{minimize} & \quad \theta \\
\text{subject to} & \quad \theta x(i) - \sum_{j=1}^{n} \lambda_j x(j)_i \geq 0 \quad i = 1, \ldots, m, \\
& \quad \sum_{j=1}^{n} \lambda_j y_{rj} - y_r \geq 0 \quad r = 1, \ldots, s, \\
& \quad \sum_{j=1}^{n} \lambda_j \geq 1, \\
& \quad \theta \in \mathbb{R}, \quad \lambda_j \geq 0 \quad j = 1, \ldots, n.
\end{align*}
\]

Then, \( \theta^* = 1 \) and \( \sum_{j=1}^{n} \lambda_j^* \geq 1. \) In order to obtain a contradiction, we suppose that \( L(x, y) \not\in F_{GRS(L,U)}. \) Then, there exist \( \theta' < 1 \) and \( \lambda' \) satisfying the following
conditions.

\[
\begin{cases}
\theta' Lx(i) - \sum_{j=1}^{n} \lambda_j x(j)_i \geq 0 \quad i = 1, \ldots, m, \\
\sum_{j=1}^{n} \lambda_j y_{rj} - Ly_r \geq 0 \quad r = 1, \ldots, s, \\
L \leq \sum_{j=1}^{n} \lambda_j \leq U, \\
\lambda_j \geq 0 \quad j = 1, \ldots, n.
\end{cases}
\]

Let \( \bar{\lambda} := \frac{1}{L} \lambda' \). Then, \( \sum_{j=1}^{n} \bar{\lambda}_j = \sum_{j=1}^{n} \frac{1}{L} \lambda'_j = \frac{1}{L} \sum_{j=1}^{n} \lambda'_j \geq 1 \). Moreover, \( \theta' x(i) \geq \sum_{j=1}^{n} \frac{1}{L} \lambda'_j x(j)_i = \sum_{j=1}^{n} \bar{\lambda}_j x(j)_i \) for each \( i = 1, \ldots, m \) and \( y_r \leq \sum_{j=1}^{n} \frac{1}{L} \lambda'_j y_{rj} = \sum_{j=1}^{n} \bar{\lambda}_j y_{rj} \) for each \( r = 1, \ldots, s \). Hence, \((\theta', \bar{\lambda})\) be an feasible solution of Problem (IRS). This contradicts the optimality of \((\theta^*, \lambda^*)\) for Problem (IRS). Therefore, \( L(x, y) \in F_{GRS(L, U)} \).

\[\square\]

**Theorem 3.3.3.** Let \((x, y) \in F_{DRS} \cap F_{BCC}, L \leq 1 \) and \( U \geq 1 \). Then, \( U(x, y) \in F_{GRS(L, U)} \).

**Proof.** We can complete the proof in a way similar to Theorem 3.3.2.

\[\square\]

**Theorem 3.3.4.** Let \((x, y) \in F_{CCR} \cap F_{BCC}, L \leq 1 \) and \( U \geq 1 \). Then, \( L(x, y) \in F_{GRS(L, U)} \) and \( U(x, y) \in F_{GRS(L, U)} \).

**Proof.** We can complete the proof in a way similar to Theorem 3.3.2.

\[\square\]
Chapter 4

IMPROVEMENTS FOR INEFFICIENT DMUS

In this chapter, we calculate the improvements for inefficient DMUs in the CCR model. To calculate the improvements, we need to obtain all equations forming $F_{CCR}$. Moreover, in order to obtain a more flexible improvement, we introduce the equations forming the efficient frontiers of other models. Therefore, before calculating the improvements, we discuss the methods to obtain all equations forming the efficient frontiers. In Section 4.1, we introduce an algorithm for calculating the equations forming $F_{CCR}$ proposed in [24]. In Section 4.2, we propose three kinds of algorithms to calculate all equations forming the efficient frontiers. In Section 4.3, we introduce the previous research formulated by Aparicio, Ruiz and Sirvent [3] as a mixed integer linear programming problem for calculating improvements. In contrast, we propose four types of improvements by utilizing the equations in Section 4.4. In Section 4.5, we show a numerical experiment.

4.1 Algorithm for calculating the equations forming the efficient frontier by solving mixed integer linear programming problems

Analysis of DMUs by calculating the equations forming the efficient frontiers has been considered by Jahanshahloo, Lotfi and Zohrehbandian [24]. They have pro-
posed the following algorithm which is formulated as a mixed integer linear programming problem to obtain the equations forming $F_{CCR}$.

**Algorithm QC**

**Step 0**

Set $J$, $J_1$, $J_2$ as follows:

$$J = \{1, \ldots, n\},$$

$$J_1 = \{i_1, \ldots, i_m\}, \ i_h := \{e_h, 0\}, \ e_h \in \mathbb{R}^m, \ e_{h,j} = 0 \ (\forall j \neq h), \ e_{h,h} = 1,$$

$$J_2 = \{o_1, \ldots, o_s\}, \ o_l := \{0, e_l\}, \ e_l \in \mathbb{R}^s, \ e_{l,j} = 0 \ (\forall j \neq l), \ e_{l,l} = 1.$$

Set $k := 1$ go to Step 1

**Step 1**

Solve Problem $(Q_k)$.

$$\begin{align*}
\text{maximize} & \quad \sum_{j \in J \cup J_1 \cup J_2} Q_j \\
\text{subject to} & \quad \sum_{r=1}^{m} u_r y_{rj} - \sum_{i=1}^{m} v_i x_{ij} \leq 0, \ j \in J \cup J_1, \\
& \quad \sum_{r=1}^{m} u_r y_{rj} - \sum_{i=1}^{m} v_i x_{ij} \geq -M(1 - Q_j), \ j \in J \cup J_1, \\
& \quad \sum_{r=1}^{m} u_r y_{rj} - \sum_{i=1}^{m} v_i x_{ij} \geq 0, \ j \in J_2, \\
& \quad \sum_{r=1}^{m} u_r y_{rj} - \sum_{i=1}^{m} v_i x_{ij} \leq M(1 - Q_j), \ j \in J_2, \\
& \quad \sum_{r=1}^{s} u_r + \sum_{i=1}^{m} v_i \geq 1, \\
& \quad \sum_{t \in G_j} Q_t \geq 1, \ j = 1, \ldots, k - 1, \\
& \quad \sum_{t \in J \cup J_1} Q_t \geq 1, \\
& \quad Q_j \in \{0, 1\}, \ j \in J \cup J_1 \cup J_2, \\
& \quad u_r \geq 0, \ r = 1, \ldots, s, \\
& \quad v_i \geq 0, \ i = 1, \ldots, m,
\end{align*}$$

where $M$ is a large enough positive number.
If Problem \((Q_k)\) is feasible, set \(G_k := \{\text{DMU}(j) : \text{DMU}(j) \text{ lies on the } F_k\}\), where
\[
F_k = \left\{ (x, y) : \sum_{r=1}^{s} u^*_{x_r} y_{r} - \sum_{i=1}^{m} v^*_i x_i = 0 \right\}
\]
is a facet of \(F_{\text{CCR}}\), \(k \leftarrow k + 1\) go to Step 1. If \((Q_k)\) is not feasible, then stop the algorithm.

However, there is no guarantee that all equations are obtained. Therefore, in this thesis, we propose three kinds of algorithms to ensure obtaining all equations forming the efficient frontiers.

4.2 Algorithm for calculating all equations forming the efficient frontiers by utilizing the properties of the polar set

In this section, we propose three kinds of algorithms to ensure obtaining all equations forming the efficient frontiers. The following algorithm is used to construct all equations forming \(F_{\text{CCR}}\), \(F_{\text{BCC}}\), \(F_{\text{IRS}}\) and \(F_{\text{DRS}}\). By the definitions of the efficient frontiers, \(F_{\text{CCR}} \cup F_{\text{BCC}} = F_{\text{IRS}} \cup F_{\text{DRS}}\). Therefore, we construct the algorithm based on properties of the CCR and the BCC models.

Algorithm FFA

Step 0
Set \(P(i) (i = 1, \ldots, 2n)\) and \(P'(i) (i = 1, \ldots, 2n + m + s)\) as follows.
\[
P(i) := \begin{cases} (x(i)^T, y(i)^T)^T & \text{if } i \in \{1, \ldots, n\}, \\ 2P(i - n) & \text{if } i \in \{n + 1, \ldots, 2n\}. \end{cases} \tag{4.1}
\]
\[
P'(i) := \begin{cases} P(i) - G & \text{if } i \in \{1, \ldots, 2n\}, \\ e_i^{\text{tr} - 2n} & \text{if } i \in \{2n + 1, \ldots, 2n + m + s\}, \end{cases} \tag{4.2}
\]
where \(G := \frac{1}{2n}(P(1) + \cdots + P(2n))\) and \(e^j\) is a vector of \(\mathbb{R}^{m+s}\) satisfying \(e^j_j = 1\) and \(e^j_i = 0\) for each \(j \in \{1, \ldots, m+s\}\) and \(i \in \{1, \ldots, m+s\} \setminus \{j\}\). Let \(c_i := i\) for each \(i \in \{1, \ldots, m+s\}\) and \(n := 2n + m + s\). Set \(t = 1\) and go to Step 1.

Step 1
If \(\dim(\text{co}(\{P'(c_i) : i = 1, \ldots, m+s\})) = m+s\), then go to Step 2. Otherwise, go to Step 3.
Step 2

Step 2–0
Calculate $W$ by solving the following system of linear equations:

\[
\begin{aligned}
(P'(c_1))^TW &= \alpha(c_1), \\
& \vdots \\
(P'(c_{m+s}))^TW &= \alpha(c_{m+s}).
\end{aligned}
\]

where $\alpha(c_i) (i = 1, \ldots, m + s)$ are as follows.

\[
\alpha(c_i) := \begin{cases} 
1 & \text{if } c_i \in \{1, \ldots, 2n\}, \\
0 & \text{if } c_i \in \{2n + 1, \ldots, n\}.
\end{cases}
\]

Step 2–1

If $W$ calculated at Step 2–0 satisfies the following conditions, then $V_t := W$ and $t \leftarrow t + 1$.

\[
\begin{aligned}
(P'(j))^TW &\leq 1, \quad j = 1, \ldots, 2n, \\
W_i &\leq 0, \quad i = 1, \ldots, m, \\
W_i &\geq 0, \quad i = m + 1, \ldots, m + s.
\end{aligned}
\]

Otherwise, \{$V_1, \ldots, V_t$\} remain. If $c_1 = 2n - m - s + 1$, go to Step 4. Otherwise, go to Step 3.

Step 3

Step 3–0
Set $c_{m+s} := c_{m+s} + 1$ and $j := m + s$. Go to Step 3–1.

Step 3–1

If $c_j \leq 2n - m - s + j$, set $c_{j'} := c_j + j' - j$ for every $j' > j$. Go to Step 1.

Otherwise, set $c_{j-1} := c_{j-1} + 1, j := j - 1$ and go to Step 3–1.

Step 4

For each $i \in \{1, \ldots, t - 1\}$, let $(-p_i^T, q_i^T) := V_i$, where $p_i \in \mathbb{R}^m$ and $q_i \in \mathbb{R}^s$.

For each $i = 1, \ldots, t - 1$, if $\max\{q_{i,1}, \ldots, q_{i,s}\} > 0$ and $\frac{1 + (-p_i^T, q_i^T)^T G}{\max\{q_{i,1}, \ldots, q_{i,s}\}} > 0$, then

\[
c_i := \frac{1 + (-p_i^T, q_i^T)^T G}{\max\{q_{i,1}, \ldots, q_{i,s}\}}. \quad \text{Otherwise, } c_i := 1 + (-p_i^T, q_i^T)^T G.
\]

Then, the hyperplane forming the efficient frontier is as follows.

\[
H_{p_i, q_i, c_i} := \{(x, y) : -p_i^T x + q_i^T y = c_i\}.
\]

Stop the algorithm.
At Step 0, in order to obtain all equations forming $F_{CCR}$, for each $i = 1, \ldots, n$, $P(i + n)$ is generated. Let $\bar{P} := \text{co}(\{P'(1), \ldots, P'(2n)\})$. To calculate all vertices of $(\bar{P})^* \cap \mathbb{R}^{m+s} := \{Z \in \mathbb{R}^{m+s} : Z_i \leq 0 (1 \leq i \leq m), Z_i \geq 0 (m + 1 \leq i \leq m + s)\}$, all combinations of $\{P'(1), \ldots, P'(n)\}$ are considered. At Step 1, to examine whether there exists a solution of the linear system at Step 2-0, $\text{dim} \{P'(c_i) : i = 1, \ldots, m+s\}$ is calculated. At Step 2, to examine whether $W$ obtained at Step 2-0 is a vertex of $(\bar{P})^*$, $W^T P'(1), \ldots, W^T P'(n)$ are calculated. If all values of $W^T P'(1), \ldots, W^T P'(n)$ are less than or equal to one, then $W$ is a vertex of $(\bar{P})^*$. At Step 3, to select all combinations of choosing $m+s$ numbers from $\{1, \ldots, n\}$, $c_1, \ldots, c_{m+s}$ are updated. At Step 4, for each $i \in \{1, \ldots, t-1\}$, the necessity of $H_{p_i,q_i,c_i}$ for constructing the efficient frontier is examined.

Example 4.2.1. We illustrate Algorithm FFA in the case of $m = s = 1$. The data of DMUs is listed in Table 4.1 and illustrated in Figure 4.1. By executing Algorithm FFA, we can construct all equations forming $F_{CCR}$, $F_{BCC}$, $F_{IRS}$ and $F_{DRS}$ based on the data in Table 4.1.

<table>
<thead>
<tr>
<th>Table 4.1: The data of four DMUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMU</td>
</tr>
<tr>
<td>Input</td>
</tr>
<tr>
<td>Output</td>
</tr>
</tbody>
</table>

Step 0: Since $n = 4$, according to (4.1), $P_i (i = 1, \ldots, 8)$ shown in Figure 4.2 are calculated as follows:

\[
P_1 = (2, 1)^T, P_2 = (4, 2)^T, P_3 = (4, 3)^T, P_4 = (6, 2)^T,
\]

\[
P_5 = 2P_1 = (4, 2)^T, P_6 = (8, 4)^T, P_7 = (8, 6)^T, P_8 = (12, 4)^T.
\]

Then, $G = \frac{1}{2n}(P_1 + \cdots + P_{2n}) = \frac{1}{8}(48, 24)^T = (6, 3)^T$. According to (4.2), $P'_i (i = 1, \ldots, 10)$ shown in Figure 4.3 are calculated as follows:

\[
P'_1 = (-4, -2)^T, P'_2 = (-2, -1)^T, P'_3 = (-2, 0)^T, P'_4 = (0, -1)^T, P'_5 = (-2, -1)^T,
\]

\[
P'_6 = (2, 1)^T, P'_7 = (2, 3)^T, P'_8 = (6, 1)^T, P'_9 = (1, 0)^T, P'_{10} = (0, 1)^T.
\]

Set $c_1 := 1, c_2 := 2, \bar{n} := 2n + m + s = 10$ and $t := 1$. Go to Step 1.
Step 1: Since \( \dim \{ (-4, -2)^T, (-2, -1)^T \} = 1 \), go to Step 3.

Step 3: Set \( c_1 := 1, c_2 := 3 \). Go to Step 1.

Step 1: Since \( \dim \{ (-4, -2)^T, (-2, 0)^T \} = 2 \), go to Step 2.

Step 2: Calculate \( W \) satisfying the following linear system:

\[
\begin{aligned}
( -4, -2 )^T W &= 1, \\
( -2, 0 )^T W &= 1.
\end{aligned}
\]

Then, we obtain \( W = ( -\frac{1}{2}, \frac{1}{2} )^T \). We examine whether \( W \) is a vertex of \( \bar{P} := \text{co}(\{ P_1', \ldots, P_8' \}) \). Since, \( (P_j')^T ( -\frac{1}{2}, \frac{1}{2} ) \leq 1 ( j = 1, \ldots, 8 ) \), \( ( -\frac{1}{2}, \frac{1}{2} )^T \) is a vertex of \( (\bar{P})^* \). By Lemma 2.1.5 and the coordinate transformation moving \( G \) to the origin, we can obtain all equations forming \( P := \text{co}(\{ P_1, \ldots, P_8 \}) \). In order to obtain only the efficient facets of \( P \), we consider the vertices contained in \( \{ W \in \mathbb{R}^2 : W_1 \leq 0, W_2 \geq 0 \} \). Since, \( W_1 = -\frac{1}{2} \leq 0 \) and \( W_2 = \frac{1}{2} \geq 0 \), set \( V_1 := ( -\frac{1}{2}, \frac{1}{2} )^T \) which is a vertex of polytope \( Q \) shown in Figure 4.4. Set \( t := 2 \). Since \( c_1 \neq 2n - m - s + 1 = 7 \), go to Step 3.

Step 3: Set \( c_1 := 1, c_2 := 4 \). Go to Step 1.

We repeat this operation to \( c_i = 9, c_2 = 10 \). Then, \( t = 4 \). \( V_1 = ( -\frac{1}{2}, \frac{1}{2} )^T, V_2 = ( -\frac{1}{4}, 0 )^T, V_3 = ( -\frac{1}{2}, \frac{3}{2} )^T \) and \( V_4 = ( 0, \frac{1}{3} )^T \) are all vertices except the origin of \( Q \). Go to Step 4.

Step 4: For \( t = 1 \), \(-\frac{1}{2}x + \frac{1}{2}y = 1 + ( -\frac{1}{2}, \frac{1}{2} )^T ( 6, 3 ) = -\frac{1}{2} \). Hence, \( H_1 := \{ (x, y) : -x + y = -1 \} \). Similarly, \( H_2 := \{ (x, y) : x = 2 \} \) and \( H_3 := \{ (x, y) : -\frac{1}{2}x + \frac{2}{3}y = 0 \} \). For \( t = 4 \), since \( |Y_{4,1}| = \frac{1}{3} > 0 \) and \( \frac{1 + (0,1)^T (6,3)}{Y_{4,1}} = 6 > 0 \), \( \frac{1}{3}y = \frac{1 + (0,1)^T (6,3)}{2} = 1 \). Hence, \( H_4 := \{ (x, y) : y = 3 \} \). \( H_1, \ldots, H_4 \) are all efficient facets of \( P \). Then stop the algorithm.

By Algorithm FFA, we can obtain four vertices of \( Q \) shown in Figure 4.4 as follows:

\[
\begin{aligned}
V_1 &= \left( \frac{1}{2}, 1 \right)^T, \\
V_2 &= \left( -\frac{1}{4}, 0 \right)^T, \\
V_3 &= \left( -\frac{1}{2}, \frac{3}{2} \right)^T, \\
V_4 &= \left( 0, \frac{1}{3} \right)^T.
\end{aligned}
\]

By Lemma 2.1.5, \( Q^* \) shown in Figure 4.5 are formed by four equations as follows:

\[
\begin{aligned}
H'_1 : \left( -\frac{1}{2}, 1 \right)^T (x, y) &= 1, \\
H'_2 : \left( -\frac{1}{4}, 0 \right)^T (x, y) &= 1, \\
H'_3 : \left( -\frac{1}{2}, \frac{2}{3} \right)^T (x, y) &= 1, \\
H'_4 : \left( 0, \frac{1}{3} \right)^T (x, y) &= 1.
\end{aligned}
\]
By the coordinate transformation, we obtain four equations depicted in Figure 4.6 as follows:

\[ H_1'' : \left( \frac{1}{2}, -\frac{1}{2} \right)^T (x, y) = 1 + \left( \frac{1}{2}, -\frac{1}{2} \right)^T (6, 3) = -\frac{1}{2}, \]

\[ H_2'' : \left( -\frac{1}{4}, 0 \right)^T (x, y) = 1 + \left( -\frac{1}{4}, 0 \right)^T (6, 3) = -\frac{1}{2}, \]

\[ H_3'' : \left( -\frac{2}{3}, -\frac{2}{3} \right)^T (x, y) = 1 + \left( -\frac{2}{3}, -\frac{2}{3} \right)^T (6, 3) = 0, \]

\[ H_4'' : \left( 0, \frac{1}{3} \right)^T (x, y) = 1 + \left( 0, \frac{1}{3} \right)^T (6, 3) = 2. \]

By the operation at Step 5, we obtain four equations illustrated in Figure 4.7 as follows:

\[ H_1 : \left( \frac{1}{2}, -\frac{1}{2} \right)^T (x, y) = 1, H_2 : \left( -\frac{1}{4}, 0 \right)^T (x, y) = -\frac{1}{2}, \]

\[ H_3 : \left( -\frac{2}{3}, -\frac{2}{3} \right)^T (x, y) = 0, H_4 : \left( 0, \frac{1}{3} \right)^T (x, y) = 1 + \left( 0, \frac{1}{3} \right)^T (6, 3) = 1. \]

Then, \( H_1, \ldots, H_4 \) form the efficient frontiers.

Since the \( T_{CCR} \) is a closed convex cone, by the operation at Step 0, we can always calculate all equations of the CCR model. Moreover, the origin is contained in \( \hat{P} \). Figure 4.4 shows the hyperplane \( \{(x, y) : (P'(j))^\top(x, y) = 1\} \) for each \( j = 1, \ldots, 2n \). Polytope \( Q \) is the intersection of \( \hat{R}^{m+s} \) and \( (\hat{P})^* \). We calculate all vertices of \( Q \) by performing from Step 1 to Step 3. Figure 4.5 shows the hyperplane \( \{(x, y) : v^\top(x, y) = 1\} \) for each vertex \( v \) of polytope \( Q \) except the origin shown in Figure 4.4. By the coordinate transformation moving \( G \) to the origin, we get Figure 4.6. Figure 4.7 shows all the hyperplanes calculated by Algorithm FFA. By the operation at Step 4, the hyperplane consisting of only DMUs generated at Step 0 is replaced by the hyperplane consisting of original DMUs. For example, the hyperplane consisting of DMU(\( n+2 \)) and DMU(\( n+4 \)) is replaced by the hyperplane consisting of DMU(2) and DMU(4).

**Theorem 4.2.1.** The intersection of \( \hat{P}^* \) and \( \hat{R}^{m+s} \) is a polytope containing 0.

**Proof.** By the definition of \( \hat{P} \) and Assumption (A4), \( \hat{P} \) is a polytope and \( 0 \in \text{int} \hat{P} \). Hence, \( (\hat{P})^* \) is a polytope and \( 0 \in \text{int} (\hat{P})^* \). Of course, \( \hat{R}^{m+s} \) is a closed convex polyhedral set containing 0. Thus, the intersection of \( \hat{R}^{m+s} \) and \( (\hat{P})^* \) is a polytope containing 0. \(\square\)
Figure 4.1: Illustration of all DMUs

\[
\begin{align*}
P_1 &:= A \\
P_2 &:= B \\
P_3 &:= C \\
P_4 &:= D
\end{align*}
\]

Figure 4.2: We add two times the original DMUs

\[
\begin{align*}
P_5 &:= 2P_1 = A' \\
P_6 &:= 2P_2 = B' \\
P_7 &:= 2P_3 = C' \\
P_8 &:= 2P_4 = D'
\end{align*}
\]

Figure 4.3: The coordinate transformation moving G to the origin

\[
\begin{align*}
P'_1 &:= P_1 - G \\
P'_2 &:= P_2 - G \\
P'_3 &:= P_3 - G \\
P'_4 &:= P_4 - G \\
P'_5 &:= P_5 - G \\
P'_6 &:= P_6 - G \\
P'_7 &:= P_7 - G \\
P'_8 &:= P_8 - G
\end{align*}
\]

By Theorem 4.2.1, the number of vertices of the intersection of \( \bar{\mathcal{P}}^* \) and \( \mathbb{R}^{m+s} \) is finite. In particular, at Step 3, all combinations of \( c_1, \ldots, c_{m+s} \) from \( \{1, \ldots, n\} \) are selected. Thus, Algorithm FFA terminates within \( nC_{m+s} \) iterations. Let \( h \) be the number of hyperplanes \( H_{P_i, c_i} \) calculated by Algorithm FFA. For each \( j = 1, \ldots, h \),
Figure 4.4: Hyperplane that inner product of each DMU and \((x, y)\) equals one

\[ V_1 := (-\frac{1}{2}, \frac{1}{2}) \]
\[ V_2 := (-\frac{1}{4}, 0) \]
\[ V_3 := (-\frac{1}{2}, \frac{3}{4}) \]
\[ V_4 := (0, \frac{1}{3}) \]

Figure 4.5: The polar set of \(Q\)

\[ H_1' : (-\frac{1}{2}, \frac{1}{2})^\top (x, y) = 1 \]
\[ H_2' : (-\frac{1}{4}, 0)^\top (x, y) = 1 \]
\[ H_3' : (-\frac{1}{2}, \frac{3}{4})^\top (x, y) = 1 \]
\[ H_4' : (0, \frac{1}{3})^\top (x, y) = 1 \]

Figure 4.6: The coordinate transformation

\[ W_j := (-p_j^\top, q_j^\top)^\top, \quad (4.3) \]
\[ S_c := \{i \in \{1, \ldots, h\} : H_{pl, c_1} \cap T_{CCR} \subset F_{CCR}\}, \quad (4.4) \]
\[ S_b := \{i \in \{1, \ldots, h\} : H_{pl, c_1} \cap T_{BCC} \subset F_{BCC}\}. \quad (4.5) \]

Then, \(T_{CCR}\) and \(F_{CCR}\) can be represented by using coefficients of equations as follows.
Theorem 4.2.2. \( T_{CCR} = \bigcap_{j \in S_c} \{ Z : W_j^T Z \leq 0 \} \).

Proof. First, we shall show that \( T_{CCR} \subseteq \bigcap_{j \in S_c} \{ Z : W_j^T Z \leq 0 \} \). For each \( Z := (x^T, y^T)^T \in T_{CCR} \), there exists \( \lambda \geq 0 \) such that \( x \geq \sum_{i=1}^n \lambda_i x(i), \quad y \leq \sum_{i=1}^n \lambda_i y(i) \).

Since \( W_j = (-p_j, q_j)^T (p_j \geq 0, q_j \geq 0) \), \( W_j^T Z = -p_j^T x + q_j^T y \leq -p_j^T \sum_{i=1}^n \lambda_i x(i) + q_j^T \sum_{i=1}^n \lambda_i y(i) \). By the definition of \( F_{CCR} \), \( -p_j^T x(i) + q_j^T y(i) \leq 0 \) for each \( i \in \{1, \ldots, n\} \). Hence, \( W_j^T Z \leq 0 \) and \( (x^T, y^T)^T \in \bigcap_{j \in S_c} \{ Z : W_j^T Z \leq 0 \} \). Therefore, \( T_{CCR} \subseteq \bigcap_{j \in S_c} \{ Z : W_j^T Z \leq 0 \} \).

Second, we shall show that \( T_{CCR} \supseteq \bigcap_{j \in S_c} \{ Z : W_j^T Z \leq 0 \} \). For each \( Z \in \bigcap_{j \in S_c} \{ Z : W_j^T Z \leq 0 \} \), the following two cases occur.

(i) There exists \( j \in S_c \) such that \( W_j^T Z = 0 \).

(ii) There exists no \( j \in S_c \) such that \( W_j^T Z = 0 \).

In Case (i), by the definition of \( W_j \), there exists \( \lambda \geq 0 \) such that \( x = \sum_{i=1}^n \lambda_i x(i), \quad y = \sum_{i=1}^n \lambda_i y(i) \). Hence, \( Z \in T_{CCR} \). In Case (ii), there exist \( \delta > 0 \) and \( j \in S_c \) such that \( W_j^T (Z + \delta W_j) = 0 \) and \( W_k^T (Z + \delta W_k) \leq 0 \) for each \( k \in S_c \). Let \( Z' := Z + \delta W_j \). Then, \( x \geq x' \) and \( y \leq y' \). By the definition of \( W_j \), there exists \( \lambda \geq 0 \) such that \( x' = \sum_{i=1}^n \lambda_i x(i), \quad y' = \sum_{i=1}^n \lambda_i y(i) \). Hence, \( Z' \in T_{CCR} \) and \( Z \in T_{CCR} \). Therefore, \( T_{CCR} \supseteq \bigcap_{j \in S_c} \{ Z : W_j^T Z \leq 0 \} \). Consequently, \( T_{CCR} = \bigcap_{j \in S_c} \{ Z : W_j^T Z \leq 0 \} \).

Theorem 4.2.3. \( T_{BCC} = \bigcap_{j \in S_b} \{ Z : W_j^T Z \leq c_j \} \).

Proof. We can complete the proof in a way similar to Theorem 4.2.2. \( \square \)

Theorem 4.2.4. \( F_{CCR} = \left( \bigcup_{j \in S_c} \{ Z : W_j^T Z = 0 \} \right) \cap T_{CCR} \).

Figure 4.7: All hyperplanes obtained by Algorithm FFA
Proof. First, we shall show that $F_{\text{CCR}} \subset \left( \bigcup_{j \in S_c} \{ Z : W_j^TZ = 0 \} \right) \cap T_{\text{CCR}}$. For each $Z' := (x^T, y^T)^T \in F_{\text{CCR}}$, $(x^T, y^T)^T \in T_{\text{CCR}}$. Let $(\theta_{\text{CCR}}(Z'), \lambda_1, \ldots, \lambda_n)$ be an optimal solution of the CCR model for $Z'$, that is $\theta_{\text{CCR}}(Z')$ solves the following problem.

$$\begin{align*}
\text{(CCR}(Z')) & \begin{cases}
\text{minimize} & \theta \\
\text{subject to} & \theta x_i' - \sum_{j=1}^n \lambda_j x(j)_i \geq 0, \ i = 1, \ldots, m, \\
& \sum_{j=1}^n \lambda_j y(j)_r - y'_r \geq 0, \ r = 1, \ldots, s, \\
& \lambda_j \geq 0, \ j = 1, \ldots, n, \\
& \theta \in \mathbb{R}.
\end{cases}
\end{align*}$$

Since $\theta_{\text{CCR}}(Z') = 1$, there exists $i$ such that $x_i' = \sum_{j=1}^n \lambda_j^* x(j)_i$. Hence, $(x^T, y^T)^T \in \text{bd}(T_{\text{CCR}})$. By Theorem 4.2.2, there exists $j \in S_c$ such that $W_j^TZ' = 0$. Hence, $Z' \in \bigcup_{j \in S_c} \{ Z : W_j^TZ = 0 \}$. Therefore, $F_{\text{CCR}} \subset \left( \bigcup_{j \in S_c} \{ Z : W_j^TZ = 0 \} \right) \cap T_{\text{CCR}}$.

Second, we shall show that $F_{\text{CCR}} \supset \left( \bigcup_{j \in S_c} \{ Z : W_j^TZ = 0 \} \right) \cap T_{\text{CCR}}$. For each $Z' \in \left( \bigcup_{j \in S_c} \{ Z : W_j^TZ = 0 \} \right) \cap T_{\text{CCR}}$, by Theorem 4.2.2, $Z' \in \text{bd}(T_{\text{CCR}})$. By definition of $F_{\text{CCR}}$, $Z' \in F_{\text{CCR}}$. Therefore, $F_{\text{CCR}} \supset \left( \bigcup_{j \in S_c} \{ Z : W_j^TZ = 0 \} \right) \cap T_{\text{CCR}}$.

Consequently, $F_{\text{CCR}} = \left( \bigcup_{j \in S_c} \{ Z : W_j^TZ = 0 \} \right) \cap T_{\text{CCR}}$. \hfill \Box

Theorem 4.2.5. $F_{\text{BCR}} = \left( \bigcup_{j \in S_c} \{ Z : W_j^TZ = c_j \} \right) \cap T_{\text{BCR}}$.

Proof. We can complete the proof in a way similar to Theorem 4.2.4. \hfill \Box

By Algorithm FFA, we obtain all equations forming the efficient frontiers of the four models. We classify the equations under the following theorems.

Theorem 4.2.6. Assume that $H_{p,q,c} = \{(x,y) \in \mathbb{R}^{m+s} : q^Ty - p^Tx = c\}$ is calculated by Algorithm FFA. If $c = 0$, then $H_{p,q,c} \cap T_{\text{CCR}}$ is a facet of $T_{\text{CCR}}$.

Proof. Since $p, q$ and $c$ are constructed at Step 2 of Algorithm FFA, $\dim H_{p,q,c} = m+s-1$. By Assumption (A4), $\dim T_{\text{CCR}} = m+s$. By Lemma 2.1.6, $\dim H_{p,q,c} \cap (\bar{P} + G) = m + s - 1$. By the definition of $T_{\text{CCR}}, \bar{P} + G \subset T_{\text{CCR}}$. Therefore, $\dim H_{p,q,c} \cap T_{\text{CCR}} = m + s - 1$. At Step 2 of Algorithm FFA, $(-p^T, q^T)(x(j)^T, y(j)^T) \leq 0$ $(j = 1, \ldots, n)$. For each $(x^T, y^T)^T \in T_{\text{CCR}}$, there exists $\lambda' \geq 0$ such that $x \geq$
Theorem 4.2.7. If \( c \neq 0 \), then \( H_{p,q,c} \cap T_{BCC} \) is a facet of \( T_{BCC} \).

Proof. By Assumption (A4), \( \dim T_{BCC} = m + s \). By Lemma 2.1.6 and the operation at Step 4 of Algorithm FFA, \( \dim H_{p,q,c} \cap \text{co}(\{P_1, \ldots, P_n\}) = m + s - 1 \). By the definition of \( T_{BCC} \), \( \text{co}(\{P_1, \ldots, P_n\}) \subset T_{BCC} \). Therefore, \( \dim H_{p,q,c} \cap T_{BCC} = m + s - 1 \). At Step 2 of Algorithm FFA, \( ( -p^T, q^T ) (x(j)^T, y(j)^T) \leq c \) (\( j = 1, \ldots, n \)). For each \( (x^T, y^T)^T \in T_{BCC} \), there exists \( \lambda^T \geq 0 \) such that \( x \geq \sum_{j=1}^{n} \lambda_j x(j), \ 0 \leq y \leq \sum_{j=1}^{n} \lambda_j y(j), \ \sum_{j=1}^{n} \lambda_j = 1 \). Then \( ( -p^T, q^T ) (x^T, y^T)^T = -p^T x + q^T y \leq -p^T \sum_{j=1}^{n} \lambda_j x(j) + q^T \sum_{j=1}^{n} \lambda_j y(j) \leq c \). Consequently, \( H_{p,q,c} \cap T_{BCC} \) is a facet of \( T_{BCC} \).

Theorem 4.2.8. If \( c \leq 0 \), then \( H_{p,q,c} \cap T_{IRS} \) is a facet of \( T_{IRS} \).

Proof. We can complete the proof in a way similar to Theorem 4.2.7. \( \square \)

Theorem 4.2.9. If \( c \geq 0 \), then \( H_{p,q,c} \cap T_{DRS} \) is a facet of \( T_{DRS} \).

Proof. We can complete the proof in a way similar to Theorem 4.2.7. \( \square \)

Theorem 4.2.10. If \( c = 0 \) and \( \dim(\{(x(i)^T, y(i)^T) : i = 1, \ldots, n\} \cap H_{p,q,c}) = m + s - 1 \), then \( H_{p,q,c} \cap T_{BCC} \) is a facet of \( T_{BCC} \).

Proof. Since \( \dim(\{(x(i)^T, y(i)^T) : i = 1, \ldots, n\} \cap H_{p,q,c}) = m + s - 1 \), \( \dim H_{p,q,c} \cap T_{BCC} = m + s - 1 \). At Step 2 of Algorithm FFA, \( ( -p^T, q^T ) (x(j)^T, y(j)^T) \leq 0 \) (\( j = 1, \ldots, n \)). For each \( (x^T, y^T)^T \in T_{BCC} \), there exists \( \lambda^T \geq 0 \) such that \( x \geq \sum_{j=1}^{n} \lambda_j x(j), \ 0 \leq y \leq \sum_{j=1}^{n} \lambda_j y(j), \ \sum_{j=1}^{n} \lambda_j = 1 \). Then \( ( -p^T, q^T ) (x^T, y^T)^T = -p^T x + q^T y \leq -p^T \sum_{j=1}^{n} \lambda_j x(j) + q^T \sum_{j=1}^{n} \lambda_j y(j) \leq 0 \). Therefore, \( H_{p,q,c} \cap T_{BCC} \) is a facet of \( T_{BCC} \). \( \square \)

By classifying the equations in accord with the above theorems, we can obtain efficiency scores of the four models easily by substituting the input and output values of each DMU as follows. Let \( S_c, S_b, S_i \) and \( S_q \) be the index sets of all hyperplanes of the CCR, BCC, IRS and DRS models, respectively.
Theorem 4.2.11. (Jahanshahloo, Lotfi and Zohrehbandian [24]) Let $H_{p_j,q_j,c_j}$ be a hyperplane forming the efficient frontier of the CCR model for each $j \in S_c$, where $H_{p_j,q_j,c_j} := \{(x, y) : -p_j^T x + q_j^T y = c_j\}$, then the efficiency score of $DMU(k)$ in the CCR model is obtained as follows.

$$\text{Eff}(DMU(k)) = \max \left\{ \frac{q_j^T y(k)}{p_j^T x(k)} : j \in S_c \right\}.$$  

Theorem 4.2.12. (Jahanshahloo, Lotfi and Zohrehbandian [24]) Let $H_{p_j,q_j,c_j}$ be a hyperplane forming the efficient frontiers of the BCC, DRS, IRS models for each $j \in S_b, S_i, S_d$, where $H_{p_j,q_j,c_j} := \{(x, y) : -p_j^T x + q_j^T y = c_j\}$, then the efficiency scores of $DMU(k)$ in the BCC, DRS, IRS models are obtained as follows.

$$\text{Eff}(DMU(k)) = \max \left\{ \frac{q_j^T y(k) + c_j}{p_j^T x(k)} : p_j^T x(k) \neq 0, j \in S_b, S_i, S_d \right\}. $$

By Jahanshahloo, Lotfi and Zohrehbandian [24], the RTS are obtained as follows. Let $h$ be the number of the hyperplanes calculated by Algorithm FFA. For each $j = 1, \ldots, h$, $H_{p_j,q_j,c_j}$ be the hyperplane defined by $\{(x, y) : -p_j^T x + q_j^T y = c_j\}$. Let $\theta_{\text{BCC}}^*(k)$ be the optimal value of Problem (BCCLP($k$)) for $DMU(k)$ and

$$S(k) := \left\{ c_j : \frac{q_j^T y(k) + c_j}{p_j^T x(k)} = \theta_{\text{BCC}}^*(k), p_j^T x(k) \neq 0, j \in S_b \right\}. $$

Theorem 4.2.13. (Jahanshahloo, Lotfi and Zohrehbandian [24]) The RTS is classified as the following.

(i) $DMU(k)$ is said to be the increasing RTS if $\min\{S(k)\} < \max\{S(k)\} \leq 0$ or $\min\{S(k)\} = \max\{S(k)\} < 0$.

(ii) $DMU(k)$ is said to be the decreasing RTS if $0 \leq \min\{S(k)\} \leq \max\{S(k)\}$ or $0 < \min\{S(k)\} = \max\{S(k)\}$.

(iii) $DMU(k)$ is said to be the constant RTS if $\min\{S(k)\} < 0 < \max\{S(k)\}$ or $\min\{S(k)\} = \max\{S(k)\} = 0$.

For the data in Table 4.1, we identify the RTS under Theorem 4.2.13. Table 4.2 shows the classification of the RTS. In general, the RTS is considered for only BCC-efficient DMUs, but by using Theorem 4.2.13, we can also consider the RTS for BCC-inefficient DMUs based on the points projected on $F_{\text{BCC}}$. 
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Table 4.2: Classification of the RTS

<table>
<thead>
<tr>
<th>DMU</th>
<th>$\min{S(k)}$</th>
<th>$\max{S(k)}$</th>
<th>RTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-2</td>
<td>-1</td>
<td>increasing</td>
</tr>
<tr>
<td>B</td>
<td>-1</td>
<td>-1</td>
<td>increasing</td>
</tr>
<tr>
<td>C</td>
<td>-1</td>
<td>3</td>
<td>constant</td>
</tr>
<tr>
<td>D</td>
<td>-1</td>
<td>-1</td>
<td>increasing</td>
</tr>
</tbody>
</table>

As the numbers of inputs, outputs and DMUs increase, Algorithm FFA requires a large number of iterations to construct all equations forming the efficient frontiers. For example, in the case where $m = 2$, $s = 1$ and $n = 10$, the number of iterations of Algorithm FFA is 1,771. In the case where $m = 3$, $s = 2$ and $n = 20$, the number of iterations of Algorithm FFA is 1,221,759. Therefore, we devise a method for reducing the number of iterations. If $x(a)_i < x(b)_i$ ($i = 1, \ldots, m$) and $y(a)_i > y(b)_i$ ($i = 1, \ldots, s$), then DMU(b) can be removed from the original DMUs. In Table 4.3, the averages and dispersions of the computational times of Algorithm FFA and modified Algorithm FFA for 20 test problems on $n = 10, 20, \ldots, 80$ are listed. The input and output values are randomly-determined. By modifying Algorithm FFA, we can calculate all equations forming the efficient frontier in a realistic time.

Table 4.3: The averages and dispersions of the computational times (seconds)

<table>
<thead>
<tr>
<th>number of DMUs</th>
<th>Algorithm FFA</th>
<th>modified Algorithm FFA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>averages</td>
<td>dispersions</td>
</tr>
<tr>
<td>10</td>
<td>0.531</td>
<td>0.001</td>
</tr>
<tr>
<td>20</td>
<td>11.949</td>
<td>0.046</td>
</tr>
<tr>
<td>30</td>
<td>92.197</td>
<td>0.911</td>
</tr>
<tr>
<td>40</td>
<td>393.139</td>
<td>16.214</td>
</tr>
<tr>
<td>50</td>
<td>1338.005</td>
<td>53.527</td>
</tr>
<tr>
<td>60</td>
<td>3615.760</td>
<td>638.221</td>
</tr>
<tr>
<td>70</td>
<td>7492.604</td>
<td>2060.928</td>
</tr>
<tr>
<td>80</td>
<td>17127.256</td>
<td>97780.144</td>
</tr>
</tbody>
</table>

(The numbers of input and output are 3 and 2, respectively.)

Next, we propose an algorithm to obtain all equations forming the efficient frontier of only the CCR model. When we calculate cross efficiency scores in Chapter 5, we need to use only the equations forming $F_{CCR}$. Therefore, we propose another
algorithm for constructing all equations forming $F_{CCR}$ whose calculation time is smaller than Algorithm FFA. Let $P := \{0, \text{DMU}(1), \ldots, \text{DMU}(n)\}$. Then, $\text{co}(P)$ is contained in $T_{CCR}$ and the intersection of boundary of $\text{co}(P)$ and $T_{CCR}$ is nonempty. Hence, by calculating the equations forming $\text{co}(P)$, we can obtain all equations forming $F_{CCR}$ as follows:

Algorithm FFC

Step 0
Set $P(i) (i = 1, \ldots, n + m + s + 1)$ as follows:

$$
P(i) := \begin{cases} (x(i)^T, y(i)^T)^T - G & \text{if } i \in \{1, \ldots, n\}, \\
(0, \ldots, 0)^T - G & \text{if } i = n + 1, \\
e^{i-n-1} & \text{if } i \in \{n + 2, \ldots, n + m + s + 1\},
\end{cases}
$$

where $G := \frac{1}{\sum_{i=1}^{n}} (x(1)^T, y(1)^T)^T + \cdots + (x(n)^T, y(n)^T)^T$ and $e^j$ is a vector of $\mathbb{R}^{m+s}$ satisfying $e^j = 1$ and $e^j = 0$ for each $j \in \{1, \ldots, m + s\}$ and $i \in \{1, \ldots, m + s\} \setminus \{j\}$. Let $c_i := i$ for each $i \in \{1, \ldots, m + s\}$ and $t := 1$. Go to Step 1.

Step 1
If $\dim \{P(c_i) : i = 1, \ldots, m + s\} = m + s$, then go to Step 2. Otherwise, go to Step 4.

Step 2

Step 2-0
Calculate $W$ by solving the following system of linear equations:

$$
\begin{align*}
(P(c_1))^T W &= \alpha(c_1), \\
& \vdots \\
(P(c_{m+s}))^T W &= \alpha(c_{m+s}),
\end{align*}
$$

where,

$$
\alpha(c_i) := \begin{cases} 1 & \text{if } c_i \in \{1, \ldots, n + 1\}, \\
0 & \text{if } c_i \in \{n + 2, \ldots, n + m + s + 1\}.
\end{cases}
$$

Go to Step 3.
Step 2-1
If $W$ calculated at Step 2-0 satisfies the following conditions, then set $V_t := W$ and $t \leftarrow t + 1$.

$$
\begin{align*}
(P(j))^TW & \leq 1, j = 1, \ldots, n + 1, \\
W_i & \leq 0, i = 1, \ldots, m, \\
W_i & \geq 0, i = m + 1, \ldots, m + s, \\
W_{m+1} + \cdots + W_{m+s} & > 0.
\end{align*}
$$

Otherwise, \{V_1, \ldots, V_t\} remain. If $c_1 = n - m - s + 2$, go to Step 4. Otherwise, go to Step 3.

Step 3

Step 3-0
Set $c_{m+s} := c_{m+s} + 1$ and $j := m + s$. Go to Step 3-1.

Step 3-1
If $c_j \leq n - m - s + 1 + j$, set $c_{j'} := c_j + j' - j$ for every $j' > j$ and go to Step 1. Otherwise, set $c_{j-1} := c_{j-1} + 1$, $j := j - 1$ and go to Step 3-1.

Step 4
For each $i \in \{1, \ldots, t - 1\}$, let $(-p_i^T, q_i^T)^T := V_i$, where $p_i \in \mathbb{R}^m$ and $q_i \in \mathbb{R}^s$. For each $i = 1, \ldots, t - 1$, let $c_i := 1 + (-p_i^T, q_i^T)^T G$ and the hyperplane forming the efficient frontier is as follows.

$$
H_{p_i,q_i,c_i} := \{(x, y) : -p_i^T x + q_i^T y = c_i\}.
$$

Stop the algorithm.

The equations calculated by Algorithm FFC are classified by following theorems.

**Theorem 4.2.14.** Assume that $H_{p,q,c} = \{(x, y) \in \mathbb{R}^{m+s} : p^T x + q^T y = c\}$ is calculated by Algorithm FFC. If $c = 0$, then $H_{p,q,c} \cap T_{CCR}$ is a facet of $T_{CCR}$.

**Proof.** Since $p$ and $q$ are constructed at Step 2 of Algorithm FFC, $p \leq 0, q \geq 0$ and $\dim H_{p,q,c} = m + s - 1$. By Assumption (A4), $\dim T_{CCR} = m + s$. Let $\bar{P} := \{P(1), \ldots, P(n+1)\}$. By Lemma 2.1.6 and the conditions defined at Step 3 of Algorithm FFC, $\dim H_{p,q,c}(\bar{P} + G) = m + s - 1$. By the definition of $T_{CCR}$, $\bar{P} + G \subset T_{CCR}$.
Therefore, dim $H_{p,q,c} \cap T_{CCR} = m + s - 1$. Let $c = 0$. Then, at Step 3 of Algorithm FFC, $(p^T,q^T)^T(x(j)^T,y(j)^T) \leq 0$ ($j = 1, \ldots, n$). For each $(x^T,y^T)^T \in T_{CCR}$, there exists $\lambda' \geq 0$ such that $x \geq \sum_{j=1}^{n} \lambda'_j x(j)$, $0 \leq y \leq \sum_{j=1}^{n} \lambda'_j y(j)$. Then $(p^T,q^T)^T(x^T,y^T) = p^T x + q^T y \leq p^T \sum_{j=1}^{n} \lambda'_j x(j) + q^T \sum_{j=1}^{n} \lambda'_j y(j) \leq 0$. Consequently, $H_{p,q,c} \cap T_{CCR}$ is a facet of $T_{CCR}$.

**Theorem 4.2.15.** Assume that $H_{p,q,c} = \{(x,y) \in \mathbb{R}^{m+s} : p^T x + q^T y = c\}$ is calculated by Algorithm FFC. If $c \neq 0$, then $H_{p,q,c} \cap T_{CCR}$ is not a facet of $T_{CCR}$.

**Proof.** By the definition of $T_{CCR}$, for each $(x^T,y^T)^T \in T_{CCR}$ and for all $\alpha > 0$, $\alpha(x^T,y^T)^T \in T_{CCR}$. At Step 3 of Algorithm FFC, $(p^T,q^T)^T(x(j)^T,y(j)^T) \leq c$ ($j = 1, \ldots, n$). At Step 2 of Algorithm FFC, there exists $i \in \{1, \ldots, n\}$ such that $(p^T,q^T)^T(x(i)^T,y(i)^T) = c$. Let $c \neq 0$. Then, there exist $\alpha > 0$ such that $(p^T,q^T)^T \alpha(x(i)^T,y(i)^T) > c$. Consequently, $H_{p,q,c} \cap T_{CCR}$ is not a facet of $T_{CCR}$.

Finally, we propose an algorithm to calculate all equations forming $F_{GRS(L,U)}$. By setting parameters $L \leq 1$ and $U \geq 1$, we can obtain all equations forming the facets of the efficient frontiers of the traditional four models. In order to calculate all equations forming $F_{CCR}$, we set $L = 0$ and $U > 0$. By using Theorem 4.2.6, we obtain all equations forming $F_{CCR}$. Similarly, by setting $L = U = 1$, we obtain all equations forming $F_{BCC}$. If we set $L = 1$ and $U > 1$, then, by using Theorem 4.2.8, we obtain all equations forming $F_{RS}$. If we set $L = 0$ and $U = 1$, then all equations forming $F_{DRS}$ are obtained. Obviously, by setting other parameters (for example, $L = 0.5$ and $U = 2$), all equations forming $F_{GRS(L,U)}$ are obtained. We formulate the algorithm under Theorems 3.3.2, 3.3.3 and 3.3.4.

**Algorithm FFG**

**Step 0**

Set $\bar{n} := 2n + m + s$. Moreover, set $P(i)$ ($i = 1, \ldots, 2n$) and $P'(i)$ ($i = 1, \ldots, \bar{n}$) as follows.

\[
P(i) := \begin{cases} 
L(x(i)^T,y(i)^T)^T & \text{if } i \in \{1, \ldots, n\}, \\
U(x(i-n)^T,y(i-n)^T)^T & \text{if } i \in \{n+1, \ldots, 2n\}.
\end{cases}
\]

\[
P'(i) := \begin{cases} 
P(i) - G & \text{if } i \in \{1, \ldots, 2n\}, \\
e^{i-2n} & \text{if } i \in \{2n+1, \ldots, \bar{n}\},
\end{cases}
\]
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where $G = \frac{1}{2n}(P(1) + \cdots + P(2n))$ and $e^i$ is a vector of $\mathbb{R}^{m+s}$ satisfying $e^i_j = 1$ and $e^i_j = 0$ for each $j \in \{1, \ldots, m+s\}$ and $i \in \{1, \ldots, m+s\} \setminus \{j\}$. Let $c_i := i$ ($i = 1, \ldots, m+s$). Set $t := 1$ and go to Step 1.

Step 1
If $\dim \{P'(c_i) : i = 1, \ldots, m+s\} = m+s$, then go to Step 2. Otherwise, go to Step 4.

Step 2

Step 2-0
Calculate $W$ by solving the following system of linear equations:
\[
\left\{
\begin{array}{l}
(P'(c_1))^TW = \alpha(c_1), \\
\vdots \\
(P'(c_{m+s}))^TW = \alpha(c_{m+s}),
\end{array}
\right.
\]
where,
\[
\alpha(c_i) := \begin{cases} 
1 & \text{if } c_i \in \{1, \ldots, 2n\}, \\
0 & \text{if } c_i \in \{2n+1, \ldots, \bar{n}\}.
\end{cases}
\]
Go to Step 3.

Step 2-1
If $W$ calculated at Step 2-0 satisfies the following conditions, then set $V_t := W$ and $t \leftarrow t + 1$. 
\[
\left\{
\begin{array}{l}
(P'(j))^TW \leq 1, j = 1, \ldots, 2n, \\
W_i \leq 0, i = 1, \ldots, m, \\
W_i \geq 0, i = m+1, \ldots, m+s.
\end{array}
\right.
\]
Otherwise, $\{V_1, \ldots, V_t\}$ remain. If $c_1 = \bar{n} - m - s + 1$, go to Step 4. Otherwise, go to Step 3.

Step 3

Step 3-0
Set $c_{m+s} \leftarrow c_{m+s} + 1$ and $j := m+s$. Go to Step 3-1.

Step 3-1
If $c_j \leq \bar{n} - m - s + j$, set $c_j' \leftarrow c_j + j' - j$ for every $j' > j$. Go to Step 1. Otherwise, set $c_{j-1} \leftarrow c_{j-1} + 1, j \leftarrow j - 1$ and go to Step 3-1.
Step 4

For each $i \in \{1, \ldots, t - 1\}$, let $(-p_i^T, q_i^T)^T := V_i$, where $p_i \in \mathbb{R}^m$ and $q_i \in \mathbb{R}^s$.

For each $i = 1, \ldots, t - 1$, let $c_i := 1 + (-p_i^T, q_i^T)^T G$ and the hyperplane forming the efficient frontier is as follows.

$$H_{p_i, q_i, c_i} := \{(x, y) : -p_i^T x + q_i^T y = c_i\}.$$ 

Stop the algorithm.

The algorithm introduced in Section 4.1 calculates some equations forming $F_{CCR}$ by solving many linear programming problems. In this approach, in order to obtain the equations forming the efficient frontiers of the other models, other algorithms must be constructed. In contrast, Algorithm FFG can calculate all equations with respect to all GRS models by setting the parameters. The algorithms proposed in this section obtains all equations forming the efficient frontiers by calculating the vertices of the polar sets based on initial points.

4.3 Formulation for calculating improvements by solving a mixed integer quadratic programming problem

In this section, we illustrate the method proposed by Aparicio, Ruiz and Sirvent [3] to calculate some improvements. We assume that DMU($k$) is a CCR-inefficient DMU, that is, $\theta^{CCR}(k) < 1$. By following the improvements, DMU($k$) becomes a CCR-efficient DMU satisfying $\theta^{CCR}(k) = 1$.

Let $(\lambda^*, \theta^{CCR}(k))$ be an optimal solution of Problem (CCRD($k$)). Then, $\theta^{CCR}(k)$ is one of the traditional improvement for DMU($k$). Let DMU($\bar{k}$) := $(\bar{x}, \bar{y})$ be a DMU defined as follows:

$$\bar{x} := \theta^{CCR}(k)x(k),$$
$$\bar{y} := y(k).$$

Then, $(\lambda^*, 1)$ is a feasible solution of Problem (CCRD($\bar{k}$)). By the optimality of $(\lambda^*, \theta^{CCR}(k))$, the optimal value of Problem (CCRD($\bar{k}$)) equals 1. Hence, $(\bar{x}, \bar{y})$ is
CCR-efficient. This improvement is obtained easily, however it is an difficult improvement since only input values are decreased at the same rate. Therefore, other improvements for inefficient DMUs have been proposed with respect to the CCR or BCC model. For example, Frei and Harker [21] have proposed a least distance projection to \( F_{CCR} \) by using the Euclidean norm. Silva, Castro and Thanassoulis [33] have constructed multi-stages procedures for the BCC model. In contrast, Aparicio, Ruiz and Sirvent [3] have proposed a single-stage method by innovating such procedures. The method is formulated as a mixed integer quadratic programming problem for traditional norms to obtain a closest target on \( F_{CCR} \) under the following theorem.

**Theorem 4.3.1.** (Aparicio, Ruiz and Sirvent [3], p.211) Let \( D(k) \) be the set of Pareto-efficient points in \( T_{CCR} \) dominating DMU\( (k) \). Then, \( (x, y) \in D(k) \Leftrightarrow \) there exist \( \lambda_j, d_j \geq 0, b_j \in \{0, 1\}, j \in E, v_i \geq 1, i = 1, \ldots, m, u_r \geq 1, r = 1, \ldots, s, s_{ik} \geq 0, i = 1, \ldots, m \) and \( s_{rk}^+ \geq 0, r = 1, \ldots, s \) such that

\[
\begin{align*}
x &= \sum_{j \in E} \lambda_j x(j), \\
y &= \sum_{j \in E} \lambda_j y(j), \\
\sum_{j \in E} \lambda_j x(j)_i &= x(k)_i - s_{ik}, i = 1, \ldots, m, \\
\sum_{j \in E} \lambda_j y(j)_r &= y(k)_r + s_{rk}^+, r = 1, \ldots, s, \\
- \sum_{i=1}^{m} v_i x(j)_i + \sum_{r=1}^{s} u_r y(j)_r + d_j &= 0, j \in E, \\
d_j &\leq Mb_j, j \in E, \\
\lambda_j &\leq M(1 - b_j), j \in E,
\end{align*}
\]

where \( M \) is a big positive quantity.

From above theorem, an improvement for DMU\( (k) \) is obtained by solving the following mixed integer quadratic programming problem based on the \( l_2 \)-norm.
where $E$ is the set of extreme efficient units defined in [13]. Let $W_k$ be the set of all optimizing multipliers for $DMU(k)$. If $W_k$ is not empty, then $DMU(k)$ is said to be DEA-scale-efficient and denote by $RE$ the set of all DEA-scale-efficient DMUs. Then $E$ is defined as follows.

$$E = \{ DMU(k) \in RE : \dim W_k = m + s \}.$$ 

By changing the objective function depending on a policy of the decision maker and situations, above model can be applied the following cases: the $l_1$-distance case (to minimize the sum of values of change for all inputs and outputs), the $l_\infty$-distance case (to minimize the maximum value of change for all inputs and outputs), RAM efficiency measure (see [16]) case, SBM efficiency measure (see [39]) case and so on.
4.4 Algorithm for calculating improvements by using the equations forming the efficient frontiers

In this section, we propose four types of improvements for making CCR-inefficient DMUs CCR-efficient (CCR-Pareto-efficient or CCR-weakly-efficient) with a minimal change of input and output values. By many researches, many methods to calculate the closest point over the efficient frontier have been proposed. These methods target the efficient frontier of only one model. In real problems, it is difficult that we select a model to use for evaluation. Therefore, some models are used to evaluate DMUs for a problem. In this thesis, we propose four kinds of improvements as follows. The first improvement is unrestricted, that is, we consider the minimal change of input and output values. The inefficient DMUs can become efficient units by the smallest change under the condition which the improvement targets are feasible. The similar improvements have been proposed as a minimal distance point by many researchers. We introduce a norm to adjust the change of input and output values. However, this improvement is not always possible in the actual situations. Hence, we present the second improvement guaranteeing the feasibility. The second improvement is constrained by the production possibility set of the BCC model. The reason for adding the constraint condition is that the production possibility set of the BCC model can be identified as the feasible region of DMUs. This improvement cannot be obtained by using the method introduced in Section 4.3. We calculate this improvement by utilizing the equations forming the efficient frontiers. Moreover, if a decision maker wants to introduce some conditions for the operation policy, stock status and others, they use the third and fourth improvements. The third improvement is obtained by confining the change of input or output values. By utilizing this improvement, the decision maker can regulate amounts of change of input or output values. The fourth improvement is calculated by according as the order of input and output elements, where the order is provided by the decision maker. Then, the decision maker can control the order of amounts of change of input and output values.
First, we define the norm depending on a symmetric positive definite matrix
$A \in \mathbb{R}^{(m+s)\times(m+s)}$ as follows.

$$\|Z\|_A := \sqrt{Z^T A Z}, \ Z \in \mathbb{R}^{m+s}.$$ 

Under this norm, we consider the minimal change of input and output values.

**Example 4.4.1.** In the case of $A = I_{m+s}$, $\|\cdot\|_A$ corresponds to the Euclidean norm.

If $A$ is defined by

$$A = M_k := \begin{pmatrix} \left(\frac{1}{P(k)_{1}}\right)^2 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \left(\frac{1}{P(k)_{m+s}}\right)^2 \end{pmatrix},$$

then $\|\cdot\|_A$ means the norm which considered the ratio of input and output values.

We define $d^i(k)(i = 1, \ldots, 4)$ as improvements for DMU$(k)$, where each $d^i(k)$ is an optimal solution of Problem (II$^i(k)$) $(i = 1, \ldots, 4)$ formulated as follows:

$$(\text{II}^i(k)) \left\{ \begin{array}{l} \text{minimize} \quad \|Z\|_A \\ \text{subject to} \quad Z \in B^i(k). \end{array} \right. \quad (i = 1, \ldots, 4)$$

Here,

$$B^1(k) := F_{\text{CCR}} - P(k),$$
$$B^2(k) := (F_{\text{CCR}} \cap T_{\text{BCC}}) - P(k),$$
$$B^3(k) := \{Z \in F_{\text{CCR}} - P(k) : \alpha_i \leq Z_i + P(k)_i \leq \beta_i, \ i = 1, \ldots, m\},$$
$$B^4(k) := \{Z \in F_{\text{CCR}} - P(k) : |Z_{t_i}| \leq |Z_{t_{i+1}}|, \ i = 1, \ldots, m + s - 1\},$$

where $\alpha_i, \beta_i \in \mathbb{R}(i = 1, \ldots, m)$ are lower and upper limits for the $i$th element of $Z$ decided by the decision maker of DMU$(k)$ satisfying $\alpha_i \leq P(k)_i \leq \beta_i (i = 1, \ldots, m)$, $t_i \in \{1, \ldots, m + s\} (i = 1, \ldots, m + s)$ satisfy $t_i \neq t_{i''}$ for each $i', i'' \in \{1, \ldots, m + s\} (i' \neq i'')$. Since $d^i(k)$ solves Problem (II$^i(k)$), $d^i(k) + P(k)$ has a minimal distance from $P(k)$ over $F_{\text{CCR}}$. The feasible set $B^2(k)$ of Problem (II$^2(k)$) is the intersection of $B^1(k)$ and $T_{\text{BCC}}$. By confining the feasible set to $T_{\text{BCC}}$, $d^2(k)$ is more realistic than $d^1(k)$. The third improvement $d^3(k)$ is obtained by limiting the amount of change of input values from $P(k)$. Of course, we can limit output values in a similar
way. However, if both input and output values are limited, the feasibility of \( d^3(k) \) is not guaranteed. Hence, we propose the fourth improvement \( d^4(k) \). By deciding \( \{t_1, \ldots, t_{m+s}\} \), the decision maker of DMU(k) can control the order of the amount of change of input and output values.

**Theorem 4.4.1.** The feasible sets of \( (ID^i(k)) (i = 1, \ldots, 4) \) are nonempty and closed.

**Proof.** First, by the definition of \( T_{CCR} \), \( 0 \in T_{CCR} \). Since \( T_{CCR} \) is closed, by Theorem 4.2.4, \( F_{CCR} \) is closed and \( 0 \in F_{CCR} \). Hence, \( Z = -P(k) \) is a feasible solution and \( \{Z - P(k) : Z \in F_{CCR}\} \) is closed. Therefore, the feasible set of \( (ID^1(k)) \) is nonempty and closed.

Second, for each DMU(\(j\) \( \in F_{CCR} \), DMU(\(j\) \( \in T_{BCC} \). Since \( T_{BCC} \) is closed, \( F_{CCR} \cap T_{BCC} \) is nonempty and closed. Let DMU(\(j'\) \( \in F_{CCR} \), then \( Z = -P(j') \) is a feasible solution and \( \{Z - P(k) : Z \in F_{CCR} \cap T_{BCC}\} \) is closed. Hence, the feasible set of \( (ID^2(k)) \) is nonempty and closed.

Third, we note that \( (-p_j^T, q_j^T)^T (\alpha_1, \ldots, \alpha_m, 0, \ldots, 0) < 0 \) for each \( j \in S_c \). Let \( j' \in \arg\max \left\{ \frac{p_j^T (\alpha_1, \ldots, \alpha_m)}{q_{j,j'}} : j \in S_c \right\} \) and set \( \gamma := \frac{p_j^T (\alpha_1, \ldots, \alpha_m)}{q_{j,j'}} \). Then, we obtain \( (-p_j^T, q_j^T)^T (\alpha_1, \ldots, \alpha_m, \gamma, 0, \ldots, 0) \leq 0 \) for each \( j \in S_c \) and by the definitions of \( j' \) and \( \gamma \), \( (-p_j^T, q_j^T)^T (\alpha_1, \ldots, \alpha_m, \gamma, 0, \ldots, 0) = 0 \). By Theorem 4.2.4, \( (\alpha_1 - P(k)_1, \ldots, \alpha_m - P(k)_m, \gamma - P(k)_{m+1}, -P(k)_{m+s}, \ldots, -P(k)_{m+s}) \in F_{CCR} - P(k) \).

Therefore, the feasible set of \( (ID^3(k)) \) is nonempty and closed.

Fourth, since \( P(k) \notin F_{CCR} \), we obtain \( (-p_j^T, q_j^T)^T (P(k)_1, \ldots, P(k)_{m+s}) < 0 \) for each \( j \in S_c \). Let \( j' \in \arg\max \left\{ \frac{(p_j^T, q_j^T)^T (P(k)_1, \ldots, P(k)_{m+s})}{-p_{1,j} - \cdots - p_{m,j} + q_{1,j} + \cdots + q_{n,j}} : j \in S_c \right\} \) and \( \alpha := \frac{(p_j^T, q_j^T)^T (P(k)_1, \ldots, P(k)_{m+s})}{-p_{1,j} - \cdots - p_{m,j} + q_{1,j} + \cdots + q_{n,j}} \). Then, \( (-p_j^T, q_j^T)^T (P(k)_1 - \alpha, \ldots, P(k)_{m+1} - \alpha, P(k)_{m} + \alpha, \ldots, P(k)_{m+s} + \alpha) \leq 0 \) for each \( j \in S_c \) and \( (-p_j^T, q_j^T)^T (P(k)_1 - \alpha, \ldots, P(k)_{m+1} - \alpha, P(k)_{m} + \alpha, \ldots, P(k)_{m+s} + \alpha) = 0 \). By Theorem 4.2.4, \( (P(k)_1 - \alpha, \ldots, P(k)_{m+1} - \alpha, P(k)_{m} + \alpha, \ldots, P(k)_{m+s} + \alpha) \in F_{CCR} \). Obviously, \( (P(k)_1 - \alpha, \ldots, P(k)_{m+1} - \alpha, P(k)_{m} + \alpha, \ldots, P(k)_{m+s} + \alpha) \in \{Z \in \mathbb{R}^{m+s} : |Z_q| \leq |Z_{q+1}|, q = 1, \ldots, m+s-1\} \).

Hence, \( F_{CCR} \cap \{Z \in \mathbb{R}^{m+s} : |Z_q| \leq |Z_{q+1}|, q = 1, \ldots, m+s-1\} \) is nonempty. Therefore, the feasible set of \( (ID^4(k)) \) is nonempty and closed.

We propose the following algorithm for obtaining four types of improvements \( d^i(k) (i \in \{1, \ldots, 4\}) \). Let \( N_c \) be the number of elements of \( S_c \).
DMU(k) are obtained by the following algorithm:

**Algorithm 1CCR**

**Step 0**
Select \( i \in \{1, \ldots, 4\} \) (Choose the type of the improvement). Set \( j := 1 \) and go to Step 1.

**Step 1**
Let \( d^*_j(k) \) be an optimal solution of Problem (ID\(_j^i(k)\)) defined as follows:

\[
(\text{ID}\(_j^i(k)\)) \left\{ \begin{array}{l}
\text{minimize} \\
\text{subject to}
\end{array} \right. \|Z\|_A
\]

where

\[
\begin{align*}
B^1_j(k) &:= \{ Z : (Z + P(k))^TW_j = 0 \}, \\
B^2_j(k) &:= \{ Z : (Z + P(k))^TW_j = 0, (Z + P(k))^TW_l \leq c_l \text{ for each } l \in S_b \}, \\
B^3_j(k) &:= \{ Z : (Z + P(k))^TW_j = 0, \alpha_l \leq Z_l + P(k)_l \leq \beta_l, l = 1, \ldots, m \}, \\
B^4_j(k) &:= \{ Z : (Z + P(k))^TW_j = 0, |Z_{l+1}| \leq |Z_{l+1}|, l = 1, \ldots, m + s - 1 \}.
\end{align*}
\]

If \( j = N_e \), then go to Step 2. Otherwise, set \( j \leftarrow j + 1 \) and go to Step 1.

**Step 2**
Select \( j' \in \arg \min \{ \|d^*_j(k)\|_A : j \in S_c \} \) and set \( d^i(k) := d^*_j(k) \). This algorithm terminates.

We can execute Algorithm 1CCR using the existing nonlinear optimization techniques (e.g. [6]). The existence and properties of an optimal solution are proved by the following theorems.

**Theorem 4.4.2.** For each \( i \in \{1, \ldots, 4\} \), Problem (ID\(_j^i(k)\)) has an optimal solution.

**Proof.** By Theorem 4.4.1, for each \( i \in \{1, \ldots, 4\} \), \( B^i_j(k) \) is nonempty and closed. Since \( B^i_j(k) \) is nonempty, for each \( (x', y') \in B^i_j(k) \), \( B^i_j(k) := B^i_j(k) \cap \{ (x^T, y^T)^T : \| (x^T, y^T)^T \|_A \leq \| (x'^T, y'^T)^T \|_A \} \) is compact. Therefore, Problem (ID\(_j^i(k)\)) is equivalent to the following problem:

\[
(\text{ID}\(_j^i(k)\)) \left\{ \begin{array}{l}
\text{minimize} \\
\text{subject to}
\end{array} \right. \|Z\|_A
\]

\[ Z \in B^i_j(k), \]
Since the objective function is continuous and the feasible set is compact, Problem \((\text{ID}_j^i(k))\) has an optimal solution. By the definition of \(\tilde{B}_j^i(k)\), an optimal solution of Problem \((\text{ID}_j^i(k))\) is also an optimal solution of Problem \((\text{ID}_j^i(k))\). Therefore, Problem \((\text{ID}_j^i(k))\) has an optimal solution.

We note that Problem \((\text{ID}_j^i(k))\) is a standard quadratic programming problem.

Since \(N_c < \infty\), Algorithm ICCR terminates within a finite number of iterations.

**Theorem 4.4.3.** For each CCR-inefficient DMU\((k)\), let \(d^i(k) (i \in \{1, \ldots, 4\})\) be an optimal solution calculated by Algorithm ICCR. Then, \(P(k) + d^i(k) \in F_{CCR}\).

**Proof.** Let \(W_j (j \in S_c)\) be all normal vectors calculated by Algorithm FFA. In order to obtain a contradiction, we suppose that \(P(k) + d^i(k) \not\in F_{CCR}\). By Theorem 4.2.4, \(P(k) + d^i(k) \not\in T_{CCR}\), and by Theorem 4.2.2, there exists \(j \in S_c\) such that \((P(k) + d^i(k))^TW_j > 0\). Since \(P(k) \in \text{int}T_{CCR}\), from Theorem 4.2.2, \(P(k)^TW_j < 0\) and \((\alpha(P(k) + d^i(k)) + (1 - \alpha)P(k))^TW_j = (P(k) + \alpha d^i(k))^TW_j = 0\), where \(\alpha := -\frac{P(k)^TW_j}{d^i(k)^TW_j}\). Since \(0 < \alpha < 1\) and \(d^i(k)\) satisfies the additional conditions of \(B_j^i(k) (i = 2, 3, 4)\), \(\alpha d^i(k)\) also satisfies the additional conditions. Therefore, \(\alpha d^i(k)\) is a feasible solution of Problem \((\text{ID}_j^i(k))\). By the definition of \(d_j^i(k)\), we have the following inequality: \(\|d_j^i(k)\|_A \leq \|\alpha d^i(k)\|_A < \|d^i(k)\|_A\). This contradicts the optimality of \(d^i(k)\) for Algorithm ICCR. Consequently, \(P(k) + d^i(k) \in F_{CCR}\). \(\square\)

If the decision maker of DMU\((k)\) wants to obtain a CCR-Pareto-efficient point, that is, an optimal slackness is zero, then he can modify Algorithm ICCR as follows.

By replacing \(S_c, N_c\) and \(B_j^i(k) (i = 1, \ldots, 4)\) in Algorithm ICCR by \(S'_c, N'_c\) and \(B'_j^i(k) (i = 1, \ldots, 4)\) as follows.

\[
S'_c := \{j \in S_c : W_{i,j} \neq 0, i = 1, \ldots, m + s\},
\]

where \(W_j (j \in S_c)\) are all vectors calculated by Algorithm FFA. Let \(N'_c\) be the number of elements of \(S'_c\).

\[
B_1^j(k) := \{Z : (Z + P(k))^TW_j = 0, (Z + P(k))^TW_o \leq 0 \text{ for each } o \in S_c \setminus S'_c\},
\]

\[
B_2^j(k) := \{Z : (Z + P(k))^TW_j = 0, (Z + P(k))^TW_o \leq 0 \text{ for each } o \in S_c \setminus S'_c, (Z + P(k))^TW_l \leq c_l \text{ for each } l \in S_b\},
\]
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Moreover, we assume that $B_j^p(k)$ $(i = 1, \ldots, 4)$ are nonempty. Then we can obtain a CCR-Pareto-efficient point.

**Theorem 4.4.4.** For each CCR-inefficient DMU$(k)$, let $d^i(k)$ $(i \in \{1, \ldots, 4\})$ be an optimal solution calculated by modified Algorithm ICCR. Then, $P(k) + d^i(k) \in \mathcal{F}_{CCR}$ is a CCR-Pareto-efficient point.

**Proof.** We can prove the existence of an optimal solution and $P(k) + d^i(k) \in \mathcal{F}_{CCR}$ in a way similar to Theorems 4.4.2 and 4.4.3. In order to obtain a contradiction, we suppose that $P(k) + d^i(k)$ has positive slack, that is, there exist slack vectors $s^x \geq 0 \in \mathbb{R}^m$ and $s^y \geq 0 \in \mathbb{R}^s$ satisfying $(s^x^T, s^y^T) \neq (0, 0)$, and $P(k) + d^i(k) + (-s^x^T, s^y^T)^T \in \mathcal{F}_{CCR}$. Since $d^i(k)$ is an optimal solution, there exists $j \in S'_e$ such that $(d^i(k) + P(k))^TW_j = 0$. Then $(d^i(k) + P(k) + (-s^x^T, s^y^T)^T)^TW_j = (-s^x^T, s^y^T)^TW_j > 0$. By Theorems 4.2.2 and 4.2.4, this contradicts $P(k) + d^i(k) + (-s^x^T, s^y^T)^T \in \mathcal{F}_{CCR}$. Therefore, $P(k) + d^i(k)$ is a CCR-Pareto-efficient point.

By introducing a parameter $\alpha$, we propose an algorithm to calculate a minimal distance point or a Pareto-efficient point on $\mathcal{F}_{CCR}$ as an improvement. The improvement of DMU$(k)$ is calculated as follows:

**Algorithm GIT**

**Step 0**

Select $\alpha \in \{0, 1\}$ (Choose the type of the improvement). Set $j := 1$ and go to Step 1.

**Step 1**

If $\alpha = 1$, then set

$$S'_e := \{i \in S_e : W_{ii} \neq 0, i = 1, \ldots, m + s\} \text{ and } S := S'_e.$$
If \( \alpha = 0 \), then set
\[
S := S_c.
\]

Let \( N \) be the number of elements of \( S \). Go to Step 2.

**Step 2**

Let \( d^\alpha_j(k) \) be an optimal solution of Problem \( (\text{MIT}^\alpha_j(k)) \) defined as follows:

\[
\begin{align*}
\minimize & \quad \| Z \|_A \\
\text{subject to} & \quad (Z + P(k))^T W_j = 0, \\
& \quad \alpha(Z + P(k))^T W_o \leq 0 \text{ for each } o \in S,
\end{align*}
\]

where \( j \) denote the \( j \)th element of \( S \). If \( j = N \), then go to Step 3. Otherwise, set \( j \leftarrow j + 1 \) and go to Step 2.

**Step 3**

Select \( j' \in \arg \min \{ ||d^\alpha_j(k)||_A : j \in S \} \) and set \( d^\alpha(k) := d^\alpha_j(k) \). This algorithm terminates.

We obtain a minimal distance point or a Pareto-efficient point based on parameter \( \alpha \) as indicated by the following theorems.

**Theorem 4.4.5.** For each CCR-inefficient \( \text{DMU}(k) \), let \( d^\alpha(k) (\alpha \in \{0, 1\}) \) be an optimal solution calculated by Algorithm GIT. Then, \( P(k) + d^\alpha(k) \in F_{CCR} \).

**Proof.** We prove the case of \( \alpha = 0 \). In order to obtain a contradiction, we suppose that \( P(k) + d^0(k) \notin F_{CCR} \). By Theorem 4.2.4, \( P(k) + d^\alpha(k) \notin T_{CCR} \), and by Theorem 4.2.2, there exists \( j \in S_c \) such that \( (P(k) + d^\alpha(k))^T W_j > 0 \). Since \( \text{DMU}(k) \) is a CCR-inefficient DMU, \( P(k) \in \text{int} T_{CCR} \). Hence, from Theorem 4.2.2, \( P(k)^T W_j < 0 \) and \( (\gamma(P(k) + d^\alpha(k)) + (1 - \gamma)P(k))^T W_j = (P(k) + \gamma d^\alpha(k))^T W_j = 0 \), where \( \gamma := \frac{P(k)^T W_j}{d^\alpha(k)^T W_j} \). Since \( (P(k) + d^\alpha(k))^T W_j > 0 \), we obtain \( 0 < \gamma < 1 \). Therefore, \( \gamma d^\alpha(k) \) is a feasible solution of Problem \( (\text{MIT}^\alpha_j(k)) \). By the definition of \( d^\alpha_j(k) \), we have the following inequality: \( ||d^\alpha_j(k)||_A \leq ||\gamma d^\alpha(k)||_A < ||d^\alpha(k)||_A \). This contradicts the optimality of \( d^\alpha(k) \) for Algorithm GIT. Consequently, \( P(k) + d^\alpha(k) \in F_{CCR} \). For the case of \( \alpha = 1 \), we replace \( S_c \) by \( S'_c \) and can complete the proof in a way similar to the case of \( \alpha = 0 \). \( \square \)
By Theorem 4.4.5, we note that \( P(k) + d^0(k) \) is a CCR-efficient point for each CCR-inefficient DMU\( (k) \). Moreover, we obtain a Pareto-efficient point based on parameter \( \alpha = 1 \) as indicated by the following theorem.

**Theorem 4.4.6.** For each CCR-inefficient DMU\( (k) \), let \( d^1(k) \) be an optimal solution calculated by modified Algorithm GIT\( (\alpha = 1) \). Then, \( P(k) + d^1(k) \in F_{CCR} \) is a CCR-Pareto-efficient point.

**Proof.** The existence of an optimal solution and \( P(k) + d^1(k) \in F_{CCR} \) are proved by a way similar to Theorems 4.4.2 and 4.4.3. In order to obtain a contradiction, we suppose that \( P(k) + d^1(k) \) has positive slack, that is, there exist slack vectors \( s^x \geq 0 \in \mathbb{R}^m \) and \( s^y \geq 0 \in \mathbb{R}^s \) satisfying \( (s^x^T, s^y^T) \neq (0,0) \), and \( P(k) + d^1(k) + (-s^x^T, s^y^T)^T \in F_{CCR} \). Since \( d^1(k) \) is an optimal solution of Problem (MIT\( (k) \)) for some \( j \in \{1, \ldots, N\} \), there exists \( j \in S \) such that \( (d^1(k) + P(k))^TW_j = 0 \). Then \( (d^1(k) + P(k) + (-s^x^T, s^y^T)^T)^TW_j = (-s^x^T, s^y^T)^TW_j > 0 \). By Theorems 4.2.2 and 4.2.4, this contradicts \( P(k) + d^1(k) + (-s^x^T, s^y^T)^T \in F_{CCR} \). Therefore, \( P(k) + d^1(k) \) is a CCR-Pareto-efficient point.

**Theorem 4.4.7.** For each CCR-inefficient DMU\( (k) \), let \( d^0(k) \) and \( d^1(k) \) be optimal solutions calculated by modified Algorithm GIT\( (\alpha = 0) \) and \( (\alpha = 1) \), respectively. Then, for each \( \lambda \in (0,1) \), \( d^\lambda(k) := \lambda(P(k) + d^0(k)) + (1 - \lambda)(P(k) + d^1(k)) \in T_{CCR} \).

**Proof.** By Theorems 4.2.4 and 4.4.5, \( P(k) + d^0(k) \) and \( P(k) + d^1(k) \) are contained in \( T_{CCR} \). Since \( T_{CCR} \) is a closed convex set, \( d^\lambda(k) := \lambda(P(k) + d^0(k)) + (1 - \lambda)(P(k) + d^1(k)) \in T_{CCR} \) for each \( \lambda \in (0,1) \).

We note that \( d^\lambda(k) \) is not always contained in \( F_{CCR} \), since \( F_{CCR} \) is not convex set. In order to calculate a point on \( F_{CCR} \) based on \( d^\lambda(k) \), we consider a projection. Let \( \bar{\beta} := \min\{\beta : (P(k) + \beta(d^\lambda(k) - P(k)))^TW_j = 0 \text{ for some } j \in S_\epsilon\} \). Then, by Theorems 4.2.2 and 4.2.4, \( P(k) + \bar{\beta}(d^\lambda(k) - P(k)) \in F_{CCR} \). We propose this point \( P(k) + \bar{\beta}(d^\lambda(k) - P(k)) \) as improvement intermediate between the two improvements which are obtained based on \( d^0(k) \) and \( d^1(k) \).

In previous method introduced in Section 4.3 to calculate an improvement, the mixed integer linear programming problems for typical norms were formulated. In this section, we have proposed the algorithms by using the equations forming the
efficient frontiers. By using this approach, we can first obtain an improvement based on more than two models. Moreover, we have added additional constraint conditions into the previous improvement to deal with various situations.

4.5 Example

Now, we perform a numerical analysis for 10 Japanese banks by utilizing algorithms provided in this thesis. As shown in Table 4.4, each bank has the ordinary profit as the single output. The number of employees and total assets are the two inputs used to generate the output.

<table>
<thead>
<tr>
<th>Bank</th>
<th>Input 1</th>
<th>Input 2</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(persons)</td>
<td>(one hundred million Japanese yen)</td>
<td>(one hundred million Japanese yen)</td>
</tr>
<tr>
<td>B1</td>
<td>3701</td>
<td>119895</td>
<td>3179</td>
</tr>
<tr>
<td>B2</td>
<td>3675</td>
<td>98359</td>
<td>2688</td>
</tr>
<tr>
<td>B3</td>
<td>3659</td>
<td>80955</td>
<td>2180</td>
</tr>
<tr>
<td>B4</td>
<td>3004</td>
<td>59600</td>
<td>1563</td>
</tr>
<tr>
<td>B5</td>
<td>2887</td>
<td>66373</td>
<td>1477</td>
</tr>
<tr>
<td>B6</td>
<td>2872</td>
<td>90984</td>
<td>2450</td>
</tr>
<tr>
<td>B7</td>
<td>2752</td>
<td>60770</td>
<td>1852</td>
</tr>
<tr>
<td>B8</td>
<td>2506</td>
<td>49008</td>
<td>1137</td>
</tr>
<tr>
<td>B9</td>
<td>2268</td>
<td>41151</td>
<td>1148</td>
</tr>
<tr>
<td>B10</td>
<td>2148</td>
<td>41158</td>
<td>1124</td>
</tr>
</tbody>
</table>

The efficiency scores and the RTS are shown in the Table 4.5. All efficiency scores are calculated by using Theorems 4.2.11 and 4.2.12 and the RTS are obtained by using Theorem 4.2.13.

Three banks are CCR-efficient and they do not have to think the improvement. Another bank's improvements are given in Tables 4.6-4.9. The improvement over an efficient frontier of CCR model \( (A = A_k) \) is shown in Table 4.6. Improvements contained in \( T_{BCC}, T_{IRS} \) and \( T_{DRS} \) \( (A = A_k) \) are given in Tables 4.7, 4.8 and 4.9, respectively. The improvement over an efficient frontier of CCR model think decreasing inputs and increasing outputs. In contrast, other improvements might increasing
inputs or decreasing outputs. This means that the DMU is impossible to become CCR-efficient in the PPS of the other models by decreasing inputs. Similarly, the DMU is impossible to become CCR-efficient in the PPS of the other models by increasing outputs.

Table 4.5: DEA analysis for 10 Japanese banks, 2008

<table>
<thead>
<tr>
<th>Bank</th>
<th>CCR</th>
<th>BCC</th>
<th>IRS</th>
<th>DRS</th>
<th>RTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>C</td>
</tr>
<tr>
<td>B2</td>
<td>0.961359</td>
<td>0.996536</td>
<td>0.961359</td>
<td>0.996536</td>
<td>-</td>
</tr>
<tr>
<td>B3</td>
<td>0.884268</td>
<td>0.931186</td>
<td>0.884268</td>
<td>0.931186</td>
<td>-</td>
</tr>
<tr>
<td>B4</td>
<td>0.860520</td>
<td>0.884500</td>
<td>0.884500</td>
<td>0.860520</td>
<td>-</td>
</tr>
<tr>
<td>B5</td>
<td>0.741447</td>
<td>0.814268</td>
<td>0.814268</td>
<td>0.741447</td>
<td>-</td>
</tr>
<tr>
<td>B6</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>C</td>
</tr>
<tr>
<td>B7</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>C</td>
</tr>
<tr>
<td>B8</td>
<td>0.761275</td>
<td>0.859975</td>
<td>0.859975</td>
<td>0.761275</td>
<td>-</td>
</tr>
<tr>
<td>B9</td>
<td>0.915398</td>
<td>1.000000</td>
<td>1.000000</td>
<td>0.915398</td>
<td>I</td>
</tr>
<tr>
<td>B10</td>
<td>0.896108</td>
<td>1.000000</td>
<td>1.000000</td>
<td>0.896108</td>
<td>I</td>
</tr>
</tbody>
</table>

Table 4.6: Improvement over $F_{OCR}$ ($A = A_k$)

<table>
<thead>
<tr>
<th>Bank</th>
<th>Input 1</th>
<th>Input 2</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B2</td>
<td>-43.28</td>
<td>-358.63</td>
<td>90.72</td>
</tr>
<tr>
<td>B3</td>
<td>0.00</td>
<td>-5290.05</td>
<td>125.93</td>
</tr>
<tr>
<td>B4</td>
<td>0.00</td>
<td>-4769.59</td>
<td>107.99</td>
</tr>
<tr>
<td>B5</td>
<td>0.00</td>
<td>-11664.62</td>
<td>190.27</td>
</tr>
<tr>
<td>B6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B7</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B8</td>
<td>0.00</td>
<td>-7415.07</td>
<td>130.57</td>
</tr>
<tr>
<td>B9</td>
<td>0.00</td>
<td>-1895.63</td>
<td>48.33</td>
</tr>
<tr>
<td>B10</td>
<td>0.00</td>
<td>-2368.56</td>
<td>58.13</td>
</tr>
</tbody>
</table>
Table 4.7: Improvement contained in $T_{BCC} (A = A_k)$

<table>
<thead>
<tr>
<th>Bank</th>
<th>Input 1</th>
<th>Input 2</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B2</td>
<td>-802.17</td>
<td>-7345.86</td>
<td>-237.27</td>
</tr>
<tr>
<td>B3</td>
<td>-789.48</td>
<td>-20185.00</td>
<td>-328.00</td>
</tr>
<tr>
<td>B4</td>
<td>-91.89</td>
<td>1170.00</td>
<td>289.00</td>
</tr>
<tr>
<td>B5</td>
<td>27.46</td>
<td>-5603.00</td>
<td>375.00</td>
</tr>
<tr>
<td>B6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B7</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B8</td>
<td>246.09</td>
<td>11785.65</td>
<td>715.47</td>
</tr>
<tr>
<td>B9</td>
<td>637.19</td>
<td>19619.00</td>
<td>704.00</td>
</tr>
<tr>
<td>B10</td>
<td>604.85</td>
<td>19826.76</td>
<td>732.25</td>
</tr>
</tbody>
</table>

Table 4.8: Improvement contained in $T_{IRS} (A = A_k)$

<table>
<thead>
<tr>
<th>Bank</th>
<th>Input 1</th>
<th>Input 2</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B2</td>
<td>-782.55</td>
<td>-6663.43</td>
<td>-220.03</td>
</tr>
<tr>
<td>B3</td>
<td>-766.14</td>
<td>10754.95</td>
<td>288.33</td>
</tr>
<tr>
<td>B4</td>
<td>-246.99</td>
<td>1175.20</td>
<td>289.16</td>
</tr>
<tr>
<td>B5</td>
<td>216.46</td>
<td>2166.65</td>
<td>611.68</td>
</tr>
<tr>
<td>B6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B7</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>B8</td>
<td>276.21</td>
<td>11833.95</td>
<td>717.19</td>
</tr>
<tr>
<td>B9</td>
<td>485.72</td>
<td>19635.57</td>
<td>704.51</td>
</tr>
<tr>
<td>B10</td>
<td>613.94</td>
<td>19628.56</td>
<td>728.51</td>
</tr>
</tbody>
</table>
Table 4.9: Improvement contained in $T_{DRS}$ ($A = A_k$)

<table>
<thead>
<tr>
<th>Bank</th>
<th>Input 1</th>
<th>Input 2</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>-1196.07</td>
<td>-17582.18</td>
<td>-558.71</td>
</tr>
<tr>
<td>B3</td>
<td>-1203.75</td>
<td>-1025.48</td>
<td>-71.04</td>
</tr>
<tr>
<td>B4</td>
<td>-1347.67</td>
<td>-7127.44</td>
<td>-150.04</td>
</tr>
<tr>
<td>B5</td>
<td>-1256.57</td>
<td>-14720.64</td>
<td>-86.13</td>
</tr>
<tr>
<td>B6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B8</td>
<td>-874.90</td>
<td>2665.70</td>
<td>254.44</td>
</tr>
<tr>
<td>B9</td>
<td>-644.53</td>
<td>10281.06</td>
<td>236.93</td>
</tr>
<tr>
<td>B10</td>
<td>-555.89</td>
<td>9280.97</td>
<td>234.19</td>
</tr>
</tbody>
</table>
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In the CCR model, each DMU is evaluated by an advantageous weight. In the cross efficiency evaluation, each DMU is evaluated by using the most advantageous weights for all DMUs. Then, we can evaluate all DMUs as a linear-order relation having the dominance relationships for all DMUs. Therefore, the cross efficiency evaluation has been recommended as an alternative methodology for ranking DMUs in DEA [32]. In Section 5.1, we introduce some basic cross efficiency evaluation methods. In Section 5.2, we formulate new methods of the cross efficiency evaluation by using the equations forming $F_{CCR}$. In Section 5.3, we propose two kinds of other evaluation methods by using the equations forming $F_{CCR}$. In Section 5.4, we show a numerical experiment to compare the cross efficiency scores of evaluation methods in Sections 5.1 and 5.2.

### 5.1 Basic cross efficiency evaluations

In order to calculate the cross efficiency scores for all DMUs, the optimal solutions of the CCR model for all DMUs are used. We obtain an optimal solution $(v^*(k), u^*(k))$ by solving Problem (CCRLP$(k)$) for each DMU$(k)$ ($k = 1, \ldots, n$). By using $(v^*(i), u^*(i))$, we calculate the cross efficiency score of DMU$(k)$ for DMU$(i)$ as follows:

$$
\theta^*_i(k) := \frac{u^*(i)^T y(k)}{v^*(i)^T x(k)}
$$
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We note that $0 < \theta^*(k) \leq 1$ for each $i, k \in \{1, \ldots, n\}$ by the constraint conditions of Problem (CCRLP(k)). This value means that DMU(k) is evaluated under an advantageous weight for DMU(i). Then, DMUs are ranked according to the average of the cross efficiency scores for all DMUs shown in Table 5.1. In Table 5.1, we obtain an $n \times n$ matrix and the average of all elements of the $k$th row means the cross efficiency score of DMU(k).

Table 5.1: Cross efficiency of $n$ DMUs

<table>
<thead>
<tr>
<th>DMU</th>
<th>Target DMU</th>
<th>Average cross efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$\theta^*_1(1)$</td>
<td>$\frac{1}{n} \sum_{j=1}^{n} \theta^*_j(1)$</td>
</tr>
<tr>
<td>2</td>
<td>$\theta^*_2(2)$</td>
<td>$\frac{1}{n} \sum_{j=1}^{n} \theta^*_j(2)$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$n$</td>
<td>$\theta^*_n(n)$</td>
<td>$\frac{1}{n} \sum_{j=1}^{n} \theta^*_j(n)$</td>
</tr>
</tbody>
</table>

In general, the CCR model has many optimal solutions. Then, it is not necessary that the cross efficiency scores for all optimal solutions coincide. In other words, the ranking of DMUs may differ depending on the solution method. To resolve this problem, Sexton, Silkman and Hogan considered the following problem to decide a weight to achieve the intended objective of minimizing the average of cross efficiency scores of the other DMUs under the condition that gives the maximum efficiency score for the object DMU in [32].

\[
\begin{align*}
\text{minimize} & \quad \sum_{j=1, j \neq k}^{n} \frac{u^\top y(j)}{u^\top x(j)} \\
\text{subject to} & \quad \frac{u^\top y(k)}{u^\top x(k)} = \theta^*(k), \\
& \quad \frac{u^\top y(j)}{u^\top x(j)} \leq 1, \ j = 1, \ldots, n; j \neq k, \\
& \quad u \geq 0, \\
& \quad v \geq 0.
\end{align*}
\]

By solving Problem (AVE(k)), DMU(k) obtains a weight which is relatively highly-regarded compared to the other DMUs. However, since Problem (AVE(k)) is to minimize the sum of $n - 1$ linear fractional functions, it is difficult to solve Problem (AVE(k)). Therefore, many researchers have proposed secondary goal ap-
proaches to avoid the facultativity of the cross efficiency evaluation by formulating other problems. Sexton, Silkman and Hogan have formulated the following problem instead of solving Problem (AVE(k)).

\[
\begin{align*}
& \text{minimize } u^T \left( \sum_{j=1, j \neq k}^{n} y(j) \right) - v^T \left( \sum_{j=1, j \neq k}^{n} x(j) \right) \\
& \text{subject to } \begin{cases}
  u^T y(k) = \theta^*(k), \\
  \frac{u^T y(j)}{v^T x(k)} \leq 1, j = 1, \ldots, n; j \neq k, \\
  v^T x(k) = 1, \\
  u \geq 0, \\
  v \geq 0.
\end{cases}
\end{align*}
\]

On the other hand, Doyle and Green [18] have proposed another problem which is the so-called aggressive formulation. This problem is one of the most commonly used secondary goal approach since the score based on the aggressive formulation is closer than the score by solving Problem (SSH(k)) (see [18]). By using an optimal solution of the following problem, the aggressive cross efficiency score is calculated.

\[
\begin{align*}
& \text{minimize } \frac{u^T \left( \sum_{j=1, j \neq k}^{n} y(j) \right)}{v^T \left( \sum_{j=1, j \neq k}^{n} x(j) \right)} \\
& \text{subject to } \begin{cases}
  \frac{u^T y(k)}{v^T x(k)} = \theta^*(k), \\
  \frac{u^T y(j)}{v^T x(j)} \leq 1, j = 1, \ldots, n; j \neq k, \\
  u \geq 0, \\
  v \geq 0.
\end{cases}
\end{align*}
\]

Problem (AGG(k)) is transformed into the linear programming problem by limiting the denominator of the objective function equals 1:
By solving Problem (AGGLP(k)), an advantageous weight for DMU(k) is obtained. The aim of this problem is to minimize the cross efficiency scores of the other DMUs by solving a linear programming problem. In this thesis, we improve the aggressive formulation by considering a sum fractional programming problem.

Moreover, in order to determine the cross efficiency score uniquely, the modified cross efficiency evaluation has been proposed in [22]. The method calculates upper and lower bounds of cross efficiency score. By using the two scores, a cross efficiency score is calculated based on seven criterions in [22]. The problem which calculates a weight to obtain the lower bound of cross efficiency score of DMU(l) for target DMU(k) is formulated as follows:

\[
(\text{MMIN}(k)) \begin{cases}
\text{minimize} & u^\top \left( \sum_{j=1, j \neq k}^n y(j) \right) \\
\text{subject to} & v^\top \left( \sum_{j=1, j \neq k}^n x(j) \right) = 1, \\
& u^\top y(k) - \theta^*(k)v^\top x(k) = 0, \\
& u^\top y(j) - v^\top x(j) \leq 0, j = 1, \ldots, n; j \neq k, \\
& u \geq 0, \\
& v \geq 0.
\end{cases}
\]

Moreover, the problem for calculating a weight to obtain the upper bound of cross efficiency score of DMU(l) for target DMU(k) is formulated as follows:

\[
(\text{MMAX}(k)) \begin{cases}
\text{maximize} & u^\top y(l) \\
\text{subject to} & v^\top x(l), \\
& \frac{u^\top y(j)}{v^\top x(j)} \leq 1, j = 1, \ldots, n, \quad (8) \\
& \frac{u^\top y(k)}{v^\top x(k)} = \theta^*(k), \quad (9) \\
& u \geq 0, \quad (10) \\
& v \geq 0. \quad (11)
\end{cases}
\]

Moreover, the problem for calculating a weight to obtain the upper bound of cross efficiency score of DMU(l) for target DMU(k) is formulated as follows:
5.2 Cross efficiency evaluations by using the facets of $F_{CCR}$

In this section, we propose three kinds of evaluation methods utilizing the facets of $F_{CCR}$. In the case where $m + s \geq 3$, the efficient frontier is formed by some facets. Let $h$ be the number of facets forming the efficient frontier of the CCR model. Then, $\bar{\theta}_j(k)$ which is an efficiency score of DMU(k) based on the $j$th facet is calculated as follows:

$$\bar{\theta}_j(k) := \frac{q_j^T y(k)}{p_j^T x(k)},$$

where $H_j := \{(x, y) : -p_j^T x + q_j^T y = 0\}$ $(p_j \geq 0, q_j \geq 0)$ is the $j$th facet forming the efficient frontier of the CCR model. By using the equations forming $F_{CCR}$, we can calculate optimal solutions of Problems (AGGLP(k)), $(\text{MIN}(k))$ and $(\text{MAX}(k))$. Moreover, we examine the primary objective of minimizing the average of cross efficiency scores of the other DMUs easily.

First, we suggest minimal facet cross efficiency evaluation method. In this method, for each combination of object DMU(l) and target DMU(k), we decide the facet which gives the minimum score for DMU(l) and gives the maximum score for DMU(k) in the CCR model as follows:

$$j' \in \arg \min \left\{ \frac{q_j^T y(l)}{p_j^T x(l)} : \bar{\theta}_j(k) = \theta^*(k), j = 1, \ldots, h \right\}$$

We select only one facet and the $j'$th facet is used to calculate a cross efficiency score for each DMU. This means that target DMU(k) may select different facet for each object DMU. The aim of this method is to obtain the lower bound of the cross efficiency score. The score of this method coincides with the optimal value of Problems $(\text{MIN}(k))$.

Second, we suggest aggressive facet cross efficiency evaluation method. For each target DMU(k), we decide a facet which minimizes the value of aggressive object
function in [18] and gives the maximum score for DMU(k) as follows:

\[
    j' \in \arg \min \left\{ \sum_{l=1, l \neq k}^{n} y(l) q_j^T \left( \frac{\sum_{l=1, l \neq k}^{n} y(l)}{\sum_{l=1, l \neq k}^{n} x(l)} \right) : \tilde{\theta}_j(k) = \theta^*(k), j = 1, \ldots, h \right\}
\]

Based on the idea of the traditional cross efficiency evaluation, we consider that target DMU(k) selects the same facet for other DMUs. The score of this method coincides with the optimal value of Problems (AGG(k)). We can prove this equivalence relation in a way similar to Theorem 4.2.11.

Third, we propose sum minimal facet cross efficiency evaluation method which is a new evaluation method based on the primary objective in the cross efficiency evaluation. For each target DMU(k), we decide a facet which minimizes the sum of efficiency scores of the other DMUs and gives the maximum score for DMU(k) as follows:

\[
    j' \in \arg \min \left\{ \sum_{l=1, l \neq k}^{n} \frac{q_j^T y(l)}{p_j^T x(l)} : \tilde{\theta}_j(k) = \theta^*(k), j = 1, \ldots, h \right\}
\]

The aim of this method is to select a facet which minimizes the average of efficiency scores of the other DMUs. So far, since Problem (AVE(k)) is not solved easily, we have compromised in Problem(AGG(k)) for minimizing the average score of the other DMUs. By using this method, we can obtain a closer cross efficiency score to Problem (AVE(k)) than the score by solving Problem (AGGLP(k)) shown in Table 5.2. In order to examine the relationship between the aggressive facet cross efficiency evaluation and the sum minimal facet cross efficiency evaluation, we perform experiments with 20 test problems for each situations. The input and output values are randomly-determined. For each problem, we decide facets for all DMUs based on the two methods. When each DMU selects the same facet and at least one DMU selects different facets in the two methods, the two methods are called match and mismatch, respectively. If the facets match, then it means that our method proposed in this thesis obtains the same score as the traditional secondary goal approach. In contrast, mismatch of the facets means that we obtain a closer cross efficiency score to the original goal than the score by solving the traditional formulation. As the numbers of input, output and DMU increase, we can obtain
a weight reducing the sum of cross efficiency scores of the other DMUs than the optimal solution of Problem (AGGLP(k)) frequently.

<table>
<thead>
<tr>
<th>Situation (20 DMUs)</th>
<th>mismatch</th>
<th>match</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 inputs and 1 output</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>2 inputs and 2 outputs</td>
<td>0.25</td>
<td>0.75</td>
</tr>
<tr>
<td>3 inputs and 3 outputs</td>
<td>0.9</td>
<td>0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Situation (50 DMUs)</th>
<th>mismatch</th>
<th>match</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 inputs and 1 output</td>
<td>0.25</td>
<td>0.75</td>
</tr>
<tr>
<td>2 inputs and 2 outputs</td>
<td>0.65</td>
<td>0.35</td>
</tr>
<tr>
<td>3 inputs and 3 outputs</td>
<td>1.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### 5.3 Weighted sum evaluation

In this section, we propose two evaluation methods to evaluate DMUs by calculating the weighted sum of the scores obtained based on the equations forming the facets of the efficient frontier of the CCR model. By deciding a weight of each facet, we calculate an efficiency score.

By deciding the weight of the facets, we evaluate the efficiency score of DMU(k) as follows:

$$\bar{\theta}(k) := \sum_{j=1}^{h} w_j \bar{\theta}_j(k),$$

where \((w_1, \ldots, w_h)\) is the weight satisfying \(\sum_{j=1}^{h} w_j = 1\) and \(w_j \geq 0\) \((j = 1, \ldots, h)\).

Since \(\bar{\theta}_j(k) \leq 1, j = 1, \ldots, h\) for each DMU(k), \(0 < \bar{\theta}(k) \leq 1\).

<table>
<thead>
<tr>
<th>DMU</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input 1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>Input 2</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Output</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>

We explain the approach to evaluate DMUs using a simple data in Table 5.3. In the CCR model, three facets \(H_1, H_2\) and \(H_3\) are used to evaluate all DMUs shown
in Figure 5.1.

\[ H_1 := \{(x,y): -x_1 + y = 0\}, \]
\[ H_2 := \{(x,y): -4x_1 - x_2 + 6y = 0\}, \]
\[ H_3 := \{(x,y): -1.5x_2 + y = 0\}. \]

For example, C is evaluated as CCR-efficient by \( H_1 \) or \( H_2 \). However, by \( H_3 \), C is evaluated as CCR-inefficient. The efficiency scores \( \bar{\theta}_i(k) \) by \( H_i \) \((i = 1, 2, 3)\) are shown in Table 5.4. In the CCR model, each DMU selects the weight which obtains the maximum efficiency score, that is, \((w_1, w_2, w_3) = (1, 0, 0), (0, 1, 0) \) or \((0, 0, 1)\). Then, \( \bar{\theta}^*(k) := \max\{\bar{\theta}_1(k), \bar{\theta}_2(k), \bar{\theta}_3(k)\} \) is the efficiency score of the CCR model. The facets which give the maximum efficiency score for each DMU are called reference facet. We calculate the efficiency score by deciding the importance of each facet.

![Figure 5.1: Structure of the efficient frontier](image)

**Table 5.4: Efficiency scores by each facet**

<table>
<thead>
<tr>
<th>DMU</th>
<th>( \bar{\theta}_1(k) )</th>
<th>( \bar{\theta}_2(k) )</th>
<th>( \bar{\theta}_3(k) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.5000</td>
<td>0.4615</td>
<td>0.1333</td>
</tr>
<tr>
<td>B</td>
<td>0.6667</td>
<td>0.8000</td>
<td>0.4444</td>
</tr>
<tr>
<td>C</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.3333</td>
</tr>
<tr>
<td>D</td>
<td>0.7500</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>E</td>
<td>0.4000</td>
<td>0.4444</td>
<td>0.1905</td>
</tr>
<tr>
<td>F</td>
<td>0.8000</td>
<td>1.0000</td>
<td>0.6666</td>
</tr>
<tr>
<td>G</td>
<td>0.5000</td>
<td>0.6207</td>
<td>0.4000</td>
</tr>
<tr>
<td>H</td>
<td>0.6250</td>
<td>0.7895</td>
<td>0.5555</td>
</tr>
</tbody>
</table>

First, we propose a weight based on the frequencies of the reference facets for all
For each \( i = 1, \ldots, h \), let \( \mathcal{H}(i) := \{ j \in \{1, \ldots, n\} : \bar{\theta}_i(j) = \theta^*(j) \} \). Then the weight \( w_i \) is calculated as follows:

\[
    w_i := \frac{|\mathcal{H}(i)|}{\sum_{j=1}^{h} |\mathcal{H}(j)|}
\]

For the data in Table 5.3, the frequency is calculated as indicated by Table 5.5. Then, we obtain \((w_1, w_2, w_3) = (0.2, 0.7, 0.1)\).

Table 5.5: The frequencies of the reference facets

<table>
<thead>
<tr>
<th>DMU</th>
<th>Reference facets</th>
<th>( H_1 )</th>
<th>( H_2 )</th>
<th>( H_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>( H_1 )</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>( H_2 )</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>( H_1, H_2 )</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>( H_2, H_3 )</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>E</td>
<td>( H_2 )</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>F</td>
<td>( H_2 )</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>G</td>
<td>( H_2 )</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>H</td>
<td>( H_2 )</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>The frequency</td>
<td>2</td>
<td>7</td>
<td>1</td>
</tr>
</tbody>
</table>

Second, we suggest a weight based on the frequencies of the reference facets for CCR-efficient DMUs, that is, we examine the number of DMUs on each facet. For the data in Table 5.3, C, D and F are evaluated as CCR-efficient and the frequency is calculated as indicated by Table 5.6. Let \( \mathcal{H}'(i) := \{ j \in \{1, \ldots, n\} : \bar{\theta}_i(j) = 1 \} \). Then the weight \( w_i \) is calculated as follows:

\[
    w_i := \frac{|\mathcal{H}'(i)|}{\sum_{j=1}^{h} |\mathcal{H}'(j)|}
\]

Then, \((w_1, w_2, w_3) = (0.2, 0.6, 0.2)\). The difference of two weights is whether the decision maker adopt the ideas of the inefficient DMUs.

### 5.4 Example

In this section, we consider an example investigated by Wong and Beasley [42]. There are seven departments in a university listed in Table 5.7, where each department has
Table 5.6: The frequencies of the reference facets

<table>
<thead>
<tr>
<th>DMU</th>
<th>Reference facets</th>
<th>$H_1$</th>
<th>$H_2$</th>
<th>$H_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$H_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>$H_2$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>$H_1, H_2$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>$H_2, H_3$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>E</td>
<td>$H_2$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F</td>
<td>$H_2$</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>G</td>
<td>$H_2$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>H</td>
<td>$H_2$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The frequency counts:

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

three inputs and three outputs. Three inputs ($x_1, x_2, x_3$) are the number of academic staff, academic staff salaries in thousands of pounds and support staff salaries in thousands of pounds, respectively. Three outputs ($y_1, y_2, y_3$) are the numbers of undergraduate students, postgraduate students and research papers, respectively.

Table 5.7: The data of seven DMUs

<table>
<thead>
<tr>
<th>DMU</th>
<th>Inputs</th>
<th>Outputs</th>
<th>CCR efficiency score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x_1$</td>
<td>$x_2$</td>
<td>$x_3$</td>
</tr>
<tr>
<td>A</td>
<td>12</td>
<td>400</td>
<td>20</td>
</tr>
<tr>
<td>B</td>
<td>19</td>
<td>750</td>
<td>70</td>
</tr>
<tr>
<td>C</td>
<td>42</td>
<td>1500</td>
<td>70</td>
</tr>
<tr>
<td>D</td>
<td>15</td>
<td>600</td>
<td>100</td>
</tr>
<tr>
<td>E</td>
<td>45</td>
<td>2000</td>
<td>250</td>
</tr>
<tr>
<td>F</td>
<td>19</td>
<td>730</td>
<td>50</td>
</tr>
<tr>
<td>G</td>
<td>41</td>
<td>2350</td>
<td>600</td>
</tr>
</tbody>
</table>

In Table 5.7, six DMUs are rated as CCR-efficient and D is the only department that is rated as CCR-inefficient. In this example, there exist 51 facets forming the efficient frontier of the CCR model. In Table 5.8, we show the aggressive facet cross efficiency scores of the seven departments which coincide with the score by utilizing the optimal solutions of Problem(AGG($k$)) for seven departments. In Table 5.9, we show the sum minimal facet cross efficiency scores of the seven departments which is closer cross efficiency score to Problem (AVE($k$)) than the score by solving.
Problem \((\text{AGG}(k))\). For each column in Table 5.9, we realize that the sum of the efficiency scores of all DMUs is less than or equal to the sum calculated by the aggressive facet cross efficiency method. For example, B select a weight which has 5.715 as the sum of the efficiency scores of all DMUs by solving Problem\((\text{AGG}(k))\). In contrast, we can obtain a weight which has 5.675 as the sum of the efficiency scores of all DMUs by using the method proposed in Section 5.2.

### Table 5.8: Aggressive facet cross efficiency

<table>
<thead>
<tr>
<th>DMU</th>
<th>Target DMU</th>
<th>Average</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.000</td>
<td>0.845</td>
<td>0.933</td>
</tr>
<tr>
<td>B</td>
<td>0.335</td>
<td>1.000</td>
<td>0.618</td>
</tr>
<tr>
<td>C</td>
<td>0.555</td>
<td>0.848</td>
<td>1.000</td>
</tr>
<tr>
<td>D</td>
<td>0.069</td>
<td>0.755</td>
<td>0.280</td>
</tr>
<tr>
<td>E</td>
<td>0.331</td>
<td>0.662</td>
<td>0.315</td>
</tr>
<tr>
<td>F</td>
<td>0.514</td>
<td>1.000</td>
<td>0.821</td>
</tr>
<tr>
<td>G</td>
<td>0.151</td>
<td>0.604</td>
<td>0.158</td>
</tr>
<tr>
<td>Sum</td>
<td>2.956</td>
<td>5.715</td>
<td>4.125</td>
</tr>
</tbody>
</table>

### Table 5.9: Sum minimal facet cross efficiency

<table>
<thead>
<tr>
<th>DMU</th>
<th>Target DMU</th>
<th>Average</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.000</td>
<td>0.757</td>
<td>0.793</td>
</tr>
<tr>
<td>B</td>
<td>0.335</td>
<td>1.000</td>
<td>0.533</td>
</tr>
<tr>
<td>C</td>
<td>0.555</td>
<td>0.811</td>
<td>1.000</td>
</tr>
<tr>
<td>D</td>
<td>0.069</td>
<td>0.718</td>
<td>0.159</td>
</tr>
<tr>
<td>E</td>
<td>0.331</td>
<td>0.705</td>
<td>0.485</td>
</tr>
<tr>
<td>F</td>
<td>0.514</td>
<td>1.000</td>
<td>0.840</td>
</tr>
<tr>
<td>G</td>
<td>0.151</td>
<td>0.667</td>
<td>0.151</td>
</tr>
<tr>
<td>Sum</td>
<td>2.956</td>
<td>5.657</td>
<td>3.962</td>
</tr>
</tbody>
</table>

In order to decide a cross efficiency score uniquely, many researchers have formulated linear or non-linear programming problems. By using the optimal solutions, a cross efficiency score is calculated. In Section 5.2, we have proposed the methods to decide a cross efficiency score uniquely by using the equations forming \(F_{\text{CCR}}\).
Chapter 6

CONCLUSIONS

In this thesis, we have proposed four types of improvements for inefficient DMUs and five kinds of evaluation methods to rank all DMUs by analyzing all equations forming the facets of the efficient frontiers in DEA.

In Chapter 4, we have proposed four types of improvements for inefficient DMUs in the CCR model. In order to calculate flexible improvements, we have proposed three kinds of algorithms for obtaining all equations forming the efficient frontiers of the basic DEA models. By using them, we have proposed an algorithm to calculate four kinds of improvements based on each constraint condition. By this approach, we have obtained an improvement taking into account PPS of another model. Moreover, we have improved the algorithm to obtain a CCR-Pareto-efficient improvement.

In Chapter 5, we have proposed five kinds of methods to calculate the cross efficiency scores by using all equations forming $F_{CCR}$. In general, there exists a pair of DMUs having no dominance relationship in many of the standard DEA models. In conventional DEA models, each DMU is evaluated by using a most advantageous weight for the object DMU. By using the advantageous weights for all DMUs, the cross efficiency evaluation ranks all DMUs. In this thesis, we have regarded the coefficients of the equations forming $F_{CCR}$ as the weights selected by DMUs. By selecting a part of facets based on the idea of the cross efficiency evaluation, we have obtained the same scores as the traditional cross efficiency evaluations without solving linear programming problems. Moreover, we have obtained a closer cross efficiency score for minimizing the sum of cross efficiency scores of the other DMUs than the score by solving the traditional formulation.
In previous DEA approaches, an improvement for inefficient DMU and ranking of all DMUs are calculated by solving linear programming problems repeatedly. In this thesis, we have proposed the approaches to obtain them by using all equations forming the facets of the efficient frontiers. We hope that this approach is widely utilized for a study of DEA in the future.
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